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ABSTRACT

This paper presents maximum likelihood estimates of a real busi-
ness cycle model very similar to one Kydland and Prescott [1982]
suggested. The resulis of the paper conflict with Kydland and
Prescott’'s. The model leaves unexplained much of the variance of
two key investment series, namely, struciures and equipment.
Algo, much of the variation in the differences of per capita hours
can be geperated assuming that past leisure choices do not affect
current utility.

The views expressed herein are those of the author and not necesg-
sarily those of the Federal BReserve Bank of Minneapolis or the
Federal Remerve System. The material contained is of a prelimi-
nary nature, is circulated to siimulate discussion, and is not to
be quoted without permission of the author.



1. Introduction

In a paper that has received much recent attention, Kydland and
Prescott [1982] presented a competitive equilibriwm model of cyclical fluctua-
tionsi/ Using the one-sector optimal growth model to construct a prototype
competitive economy, they argued that postwar U.S. business cycles could he
explained in terms of the dynamic response of the aggregate economy to persgis-
tent technology shocks. To provide a more complicated propagation mechanism
for such shocks, they modified the optimal growth model by introducing a time-
to~build feature in inveatment and by allowing leisure to be a durable good.
An informal empirical analysis--which Involved matching a small set of moments
generated by the model with their sampls counterparts for the postwar U.S.
economy--led these authors to conclude that +the model's "fit is very good,
particularly in light of the model's simplicity” (p. 1363). Among other
results, they reported that "the model is consistent wi:th the large (percent-
age) variability in investment and low variability in consumption and their
high correlations with real output” (p. 1364). With respect to specific
features of the model, they argued that "the dependence of current utility on
past leisure choices . « . is cruclal in making [the m.odel] conglstent with
the observation that cyclical employment fluctuates substantially more than
productivity does” (p. 1367).

Thig paper presents maximum likelihood estimates of a model that has
the main features of Kydland and Prescott's model. It uses posiwar U.S. data
on the differences of per capita values of aggregate output, total hours
worked, and investment expenditures for +two types of invesiment, namely, in
structures and in equipment. Contrary Yo Kydland and Prescoti's assertion, I
find that the model fails most drastically in its ability to explain the

variability of the two investment series. The source of this fallure is not



the time-to-build feature, as might be expected. Ingtead, it is a more funda-
mental feature of the model:  the existence of & well-behaved neoclamsical
production technology describing the relationship between aggregate output and
the inputs of labor and the two types of capital. More precisely, I estimate
the parsmeter which determines the share of labor in aggregate output--and,
hence, the elasticity of output with respect to labor--to be unity. With a
constant returns to scale production function, such a finding implies that the
composite capital good involving the astock of structures and equipment is, in
effect, driven out of the aggregate production function. As the model is
specified, the behavior of the two investment series is directly linked to the
behavior of the two capital series, but little role emerges for capital with a
unitary labor share parameter. Thus, the model can generate only a fraction
of the variability in the two investment series vhich the ‘actual data or other
gimpler specifications display.

I do find, however, that the model explains quite well the behavior
of the hours series under a {time-separable specification of preferences. But
the evidence for the dependence of current utility on past leisure choices is,
at best, mixed. When the effect of past leisure choices on current leisure
services is parametrized by an infinite distributed lag and the parametsr 7,
which determines the curvature of the gingle-period utility function in a
compaosite consumpiion good, is freely estimated, the durability of leisure
turns out to be unimportant for explaining the variation in per capita hours
or its covariation with per capita output and investment. Some evidence
emerges for a pogitive effect from single lagged values of leisure to current
utility when the sgervice flow technology determining leisure services l‘jé ig
parametrized ag 1% = lJG + 311,5«1 and vy is fixed at unity. However, what is

t

perhaps an equally interesting result is that my estimates of the preference




parameters vy and b, which jointly determine the curvature of the single-periecd
utility function with respect to consumption ¢y and leisure services 1%, are
congistent with an infinite intertemporal substitution elasticity for ithe
compogite good involving consumption and leisure services and with soms type
of increasing returns with respect to per capita leisure hours in the repre-
sentative consumer's preferences.

Kydland and Prescott’'s approach and mine differ in several ways.
Some concern the specification of the model and +the so-called detrending
procedurs. Such differences are minor, however, and were motivated on empiri-
cal grounds. Our two studies algo use somewhat different data sets. ¥y data
set is slightly smaller than Kydland and Prescott's~-it does not include
geries on consumption expenditures, aggregate inventories, capital stocks, or
productivity--but it does contain a sufficiently diverse set of series whose
behavior can be used {0 investigate the important features of Kydland and
Prescott's model. The most important difference between the two papers con-
cerns the estimation procedurp: Kydland and Prescott calibrated a singular
stochastic model using a small set of sample moments--the variances of the
detrended serles, their correlation ‘with' detrended output, and five auto-
correlations of detrended output. By contrast, I derive, as an econometric
gpecification, a restricted index model in which the innovation to the techno-
logy shock appears as the common latent factor, while serially uncorrelated
measurement errors constitute specific disturbances. A frequency domain
approximation to the exact likelihood funetion for the vector of obmervable
geriea then delivers estimates of a major subset of the parameters character-
izing preferences and technology.

One way to summarize my results, therefore, is to note that, when a

najor subset of the unknown parameters is freely estimated, using full sample



information, many of Kydland and Prescotit’'s conclusions disappear, and they
digappear in ways difficult to prediet on a priori grounds. This paper may be
viewed in another way, however. It provides an empirical investigation of a
real business cycle model, which is similar %o Kydland and Prescott's, but
which also allows for additional specifications desecribing the durability of
leisure, accounts for potential differences in the hehavior of the stock of
structures versus the sfock of equipment, and incorporates nonatationary

behavior for the latent technology shock.

2.: The Model
2.1 Specification

Here I briefly describe the model es;imated in this paper and, where
appropriate, point to the differences with fhe Kydlanﬁ—Prescott gpecifica~-
tion. T start with preferences: the utility functionai of the representative
consumer at time gerc is
(2.1) U= E Btu(ct,lfé‘ = E g 1Y [c}ilf'ﬁ"f

=0 t=0

where B is the discount facior, Gy the consumption of the single good, and
1: the gervice flow derived from current snd past leisure choices. The param-
eter b, which represents the share of congumption in ocurrent utility, is con-
strained to he strictly between zero and one, while the risk aversion parame-
ter y is restricted as O # vy < 1. A value of y = { implies risk neutrality in
the consumption of the composite good c¥1§1'b. Tastes are assumed to be
constant and uninfluenced by exogenous random shocks.

The durability of leisure is modeled in two simple ways. According
to one, current and all past values of leisure affect current utility with

gecmetrically declining weights, that is,




v .1
(2.2) 1= (-n) § ol
i=0

where 0 < nn < 1 and 1, denotes current leisure. Normalising the total avail-
able time as one, letting ny =1 - 1y denote current labor supply, and defin-

ing the stock variable a; = )',;__1 nl"1 n, s yields the representation
(2.32) 1} =1 - (1-ndny - n{1-n)ay
(2.3b) at+1 = Tﬁ.t + nt.

In this apecification, the parameter n measures the rate at which the effect
of past leisure choices .on current utility decreases over time, as well as
determining ithe degree %o which leisure in different periods can be substi-
tuted for each other., Kydland and Prescott assumed instead a gpecification
for 1‘% which allows pas‘t leisure choices to affect current utility, even if

the effect of leisure oconsumed in the past decays rapidly. Hore precisely,

they assumed that
(2.42) 2% =1 - oy - n(1-ag)ay
(2.4v) &gy = (1-m)ay + ng

with 0 < o5 < 1, 0 < n <1, and a, = f;#(i-n)iqnt_i. However, (2.3) and
(2.4) share the feature that whenever n is different from zero (or 00 differ—
ent from one), only a fraction of current leisure hours provides current util-
ity.

A second paramefrization for 12 estimated here but not by Kydland
and Prescott allows past values of leisure to have possible negative effects

on current utility, that is,



(2.5)  1F = 1; * Blyg

With 81 > -1;
Aggregate output is produced according to the CE3 production func-

tion, with the inputs of labor n, and two types of capital X, and k,,, a8

(2.6) Q= f(hpngkygokpy) = A=)k Y ¢ act] Y

with 0 < 8 <1, 0< o< 1, -1 € v< o and A, & random shock to technology.
The parameter v determines the elasticity of substitution betweem the two
types of capital, and 0 measures the share of labor in aggregate output. When
taking the model to data, I identify kyy and koy with the asbocks of structures
and equipment, respectivgly. By contrast, qullanq and Prescott consider a
single type of capital good but assign a productive role to inventories.
Hence, aggregate inventoriee appear ag the third input in their specification
of the production function.

The technology shock Ay evolves according to the law of motion
. |

A TR TR

re identically and independently distributed with

o

=0 &

nean sero and variance Ui. Hence, Aoy = A for all t while My behaves as &

where A > 0 and {e,}

gimple random walk. According fo this representation, the technology shock
also behaves as a simple random walk, the differences Xx - ) 4 moving ran-
domly around a mean of zero. I adopt the representation described by equation
(2.7) for two reasoms. Initial estimates of the model using Kydland and
Prescott's specification of a stationary first-order autoregressive process
for the technology shock showed that the trangitory components to productivity

were unimportant for explaining the data while the autoregressive parameter



wag driven to unity.-%/ The reason for assuming that the technology process
evolves without a drift temm is %o ensure that the approximation procedure
uged to derive an economeiric model has a consistent interpretation. However,
I will show that the model estimated here im, with a small modification, also
consigtent with another epecification for the technology shock, one which
assuntes that X is a random walk with a drift equel %o A.

Differont assumptions characterize investment in the two fypes of
capital. Investment in equipment proceeds under standard necclassical assump-

tions. The implied law of motion is

(2.8)  kogey = (1-8kpy * gy

Investment in sfructures is characterized by the time-{o-build requirement:
(2.9) 85 441 = 8441 ,t for 3 =1, vou, 7 =1
(240)  Kypeq = (-8 kg + 9py

J
(2.11) i1t = ; ¢jsjt'

=1 :
In these equations, 85t denotes the mumber of investment projects which are
periods fran completion and sgy ‘l:he investment projects initiated in yperiod
t. The fraction of resources expended on a project j periods from completion
is fixel and given by ¢; for J = 1, «u., J, with §; > O and {g=1¢j= 1.
Hence, i,; shows total invesiment expenditures for the first type of capi-

tal. From (2.9), (2.10), and (2.11) comes an alternative expression for 1yt

(2.12)  dyg = egkigey * ekipegag *oeee *oggkyg = 8(Blieggeg

where gg = ¢34 - (1-8)¢5 &1 = ¢70 - (1-8)e3qs ++-, and g5 = -(1-8) ¢y,

This specification of the investment <echnology differs from Kydland and



Prescott's only in terms of separately modeling the hehavior of structures and
the behavior of equipment. Kydland and Prescott considered a asingle type of

productive capital subject to the time-to-build assumpiion.

2.2 The Approximate Equilibrium

The equivalence of competitive equilibrium and Pareto optimum for
this economy produces equilibrium allocations. This involves maximizing the
gxpected discounted utility of the representative consumer subject to the

constraints imposed by the technology and the information structure:

. et : . *
(2.13) - }mez:miiz?i } E (tzos ulf(a amy sk ako) = 1y = iy, 1’;““0)
RS PRAREP
subject %o
J
i,, = ] 8.
1t 354 it
Epgag = (=8k 0+ 8y

Kppg = (=8)kyy + dpy

83 444 = Sj+1,t for j =1, svey J =~ 1

1 - (1-n)nt - n(1-—-n)at with Biaq = Ty Dy

-]
*
B

or

Lov Bl

nt » 0, th > 0, 12t » 0



given the initial conditions 850 for J =1, «uey T =15 ko3 kopi Xy and
either &y or (1_4) and given the sfochastic law of motion for Ap. In (2.13),
the constraint oy = Q; - i44 - ipy has been used to eliminate ¢y from the
representative consumer's utility function, while E(-|Qo) denotes expectation
conditional on information available at {time zero. When solving this problem,
Kydland and Prescott assumed that the labor supply/labor input choice is based
on & smaller information met than the investment decisions. They made the
former conditional on observations of past values of the technology shock and
a noimy indicator of its current value and the latfer on observations of
current as well as past output and hence the technology shock. T refain the
two~stage information structure but eliminate the indicator shock because its
variance is not identified. Here the ourrent labor/leisure allocation is
baged only on obaervations of the technology shock up to periocd ¢ - 1.

For the functional forms assumed here, (2.1%) does not admit a
oclosed-form solution. To get a solution that depends on the parameters of
preferences and technology and that expresses the variables of the modsl as
linear functions of the innovation to the technology shock, I approximate the
gocial planner's problem in t2.13$ 83 Kydland and Preascott suggested. Their
procedure replaces the sgingle-period utility function in (2.13) by one qua-
dratic in kyy, koy, i4¢ + ipy, ny, and either ay or ny 4 and assumes that the
long-run equilibrium of the original economy is characterized by certainty
equivalence.éf

In Appendix A, I use the methods of Hansen and Sargent [1981] to
derive the approximate equilibrium laws of motion for the model's variables.
Bquation (2.14) gives the implied representation for the vector of stock
variables x; = (k1t+J’at+1'k2t+1)" vwhile (2.15) is the corresponding repre-

sentation for the vector of flow variables yy = (ij;,my,isg,Qy):
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(2.14) X, =X

~1
" + (1) B(L)et

t-1

(245) v, = yoq * [BOCW @) + ¢l = 5,y + K¢,

In these equations, ¢(L) is a J*oorder matrix polynomial in nonnegative

powers of L, such that the roots of det C(z) = 0 are greater than 3"1/2 i

n
modulus. B(L) mnd E(L) are, respectively, first- and J'P-order matrix poly-
nomials in nonnegative powers of I and have elements of order 5 x 1 and 4 x 3,

while G is a 4 x 1 vector of constants. Finally, H(L) is defined from the

first matrix polynomial of equation (2.15).

%. The Fconometric Model

The representations for x, and y; are useful only if they let us
take the model to data. Ad they stand, however, neither (2.14) nor (2.15) do
that because hoth {xt'xt~1}$u0 and {yt"yt-1}:=0 are stochasiic processes with
perfectly correlated elements. Eguivalenily, their variance-covariance matrix
ig singular. This ocburs because not enough exogenous shocks drive the endog-
encus seriea. BSince the gingularity of these processes is sure to be rejected
by sctusl data, the model must have ghocks added in order to have empirical

content.

3.1 Specification

Consider equation (2.15), and let vy = (vyg,.+.,v4)' denote the
vector of measurement errors for the differences g of the measured series.
The econometric specification derived from equation (3.1) assumes that those
differences are noisy measures of the differences of the true series, y; -

Yi-qr that is,

(%.1) Al I H(L)et V= fE(L)C(L)"1B(L) + G]et * Vo
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In this specification, the individual measurement errors v;, for i =1, ..., 4
are defined to have mean zero and variance (rE and to be serially uncorre-
lated. Also, E(ey,v i) = O and E(vit,vjt) =0 for i 2 jand i, j = 1, «u.,
4. Under the latter assumption, (3.1) provides a one-factor or single-index
repregentation for the differences g; of the observable time series.i/ Hers
any correlation between the elements of g, arises from their mutual dependence
on the unobservable innovation to productivity while the measurement errors
constitute specific disturbances.

T will also eatimate a simple alternative to (3.1) which imposes the
single~factor structure but does not place any cross-~equation restrictions on

the matrix lag polynomial linking the common shock to the observable series.

This model is described by
(3.2) g, = H(L)g, + ¥,

|
where H(L) = (ﬁ1kL),...,E4(L))'; ﬁi(L) = bi/(1+§i1L+§iZL2); ;t = (;1t""’
\7‘4t)'; E(Git,x“ritﬁk)ﬁ‘ 0 for i = 1, +e., 4 and k > O; E(Fit) = G:?L for i = 1,
ves, 43 and E(Ei) is normalized as 6;1e. The econometric specifications de-
geribed by equations (3.1) and (3.2) are not nested-~the latter imposes no
reatrictions across the rows of H(L), while the former allows for longer lag
lengths in the polynomials describing the moving average and autoregressive
parts of &; relative to the second-order ARMA representation implicit in
{(3.2)--and so cannot be easily compared using the likelihood ratio crite-
rion. However, estimates of (3.2) can be used as a reference point to illus-

trate the dynamic properties of (3.1).

3.2 The BEgtimation Strategy
A frequency domain approximation to the exact likelihood function

for a sample of obaervations on the {Et}: 0 process is used to estimate the
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unknown parameters in (3.1) and (3.2). Define the vector of parameters in
(3.1) by 8, which includes the structural parameters (g, vy, n, b, 8, v, o,
$12 reer $75 895 Oos %)’ and the variances of the common shock and of the mea~
surement error shocks (ai, 0'?, ceey ui)'. Similarly, define the unknown

parametera in (3.2) by 6. Appendix B derives the approximate likelihood func-

tion and describes how it is calculated for each set of values for § and E .

4. The Data

The variables I use in estimation consist of output, total hours
worked, and investment expenditures for structures and equipment. The period
of observation is 1947:I-1981:1V, and all series are measured at quarterly
rates. The output and invesiment series are from the National Income aznd
Product Accounts. Investment in structures isa measured: as the sum of invest-
ment in residential and nonresidentigl structures, including farm and nonfarm
structures. Invesiment in equipmen;; is similarly defined as the sum of in-
vestment expenditures for residential and nonresidential producers' durable
equipment. The in;ras’cment and output series are ssasonally adjusted and
expressed in 1972 dollars, with corresponding CITIBASE codes GIS72, GIRF7Z,
GIRUTZ2, GIPD72, GIRD7Z2, and GHP72. The quarterly series for hours worked is
derived from the three-month averages of the seasonally adjusted CITIBASE
gseries "man-hours employed per week for all workers in all industries"
(LHOURS). The number of weeks in a quarter is taken to be 12.75. 1In the
data, total hours vary due %o the nvmber of persons working as well as the
hours worked by those already employed. With identical consumers, the former
type of variation is not in the theoretical hourg series. While inconsistent
with the model's assumptions, I use this measure of %total hours because it
represents more accurately the fluctuation in asgeregate hours worked. Accord-

ing to the representative agent framework, the theoretical series correspond
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to per capita values of the measured geries. Hence, all series are divided by
the Bureau of Census measure of the resident adult population (CITIBASE Code
POPT16) to obtain per capite values. First-differencing the per capita seriles

provides the geries for estimation.

5. Fmpirical Results

5.1 FExploratory Analysis

Before taking (3.1) and (3.2) to data, I estimate a model which
allows a gimple teat of the hypothesis that a single unobservable index ac-
counts for the covariation among the slementis of Etj‘/ Such a model is de-

fined by
(5.1) Sg(w) = W) A(w)* + F(u).

This model resiricts the {Et}:=0 process only by attridbuting the variation in
gy at frequency w fto the covariation among the latent common factors of a low
dimensional vector and to the variation in a vector of specific disturbances,
which are mitually uncorrelated and uncorrelated with the common factor. In
(5.1), the variance of g, at frequency w due to the common and specific fac-
tors is defined by H(w)H(w)* and V(w), respectively.

Table 1 reports the chi-sgquare statistics for the test of the hy-
pothesis that Sg(m) decomposes according to a one-noise model versus the
alternative that Sg(m) is merely positive-definite. The degrees of freedom
for the chi-square statistics at the different frequencies is 5 (following
Geweke [1977]). The overall likelihood ratio test siatimtic is distributed
asymptotically as a chl-square random variable with 30 degrees of freedom.
The corresponding marginal significance levels are in this table too. Accord-

ing to these statistics, the null hypothesis that a single factor accounts for
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the covariation among the elements of the differenced series f; cannot be
rejected at conventional significance levels. This holds when the restric-
tions of (5.1) are considered overall as well as at the individual freguen-
cies. Table 1 also presents the coherences of the elements of E, with the

common unobservable factor at the six listed frequencies. From (5.1), the

coherence for the ith olement of g, at frequency u is defined as
ﬁi(m)ﬁi(w)*
(5.2) eohi(w) &

vhere ﬁi(m) and [Sg(m)]ii denote the corresponding il elements of the 4 x 1

and 4 x 4 matrices f(w) and SE(w). The single factor has the most explanatory
power at the low frequencies, accounting for more then 50 percent of the
variation in the cyclical components for all series with periods of 14 quar-
ters or more and, among the different geries, is most successful in explaining
the variation for the differenced values of per capita ocutput.

The model described by equation (5.1) may also be used to test for
the existence of serial correlation in the elements of 'ﬁb- Table 23 presents
estimates of Vi(m) vhich show the variance in each series attributed to its

own =pecifiec disturbance. Under +the assumption +that {vt}f;o %

(?H,...,?f“)' is a serially independent process, V() = (\"r'1(m),...,ﬁ'4(m))'

for ¥

should he constant across all frequency hands. Consequently, testing the null

~

hypothesis thatl {vt

arbitrary serial correlation is equivalent to testing the five equality con-

}:::0 is serially uncorrelated againast an alternative of

gtraints, Vi(w1) = Vi(mz), Vi(mQ) = Vi(mb,); Vi(m3) = vi(w4), Vi(mdr) = Vi(w5),
and Vi(ms) = '(fi(wﬁ) for 1 =1, .., 4. Here wy, ..., wg are the frequencies
at which (5.1) is estimated. The relevant test statistics are reported in
Table 2b.8/ Given the small velues of t; for i = 1, 2, 4, the null hypothosis

cannot be rejected at conventional significance levels for the differences of



-15 -

the hours, output, or investment in structures series. B8Still, the value of t3
equal to 12.57 impliea +that the wvariation in 73(m) across fregquencies is
congigtent with serial independence in the measurement error for the differ-
ences of equipment only at the 3 percent level. TYet the reported estimates
of Vé(m) do not suggest & convenient way to parametrize the serial correlation
in ¥,,. Hence, in what follows, I assume that v,

3t 3%
a8 well.

is serially uncorrelated

The above results suggest that imposing the single-factor structure
in (3.1) and assuming gerial independence for the vector of measurement errors
v; should not lead to the rejection of (3.1) for the purpose of desoribing the
joint behavior 6f the investment, hours, and outﬁut geries. To determine
whether the remaining restrictions of ths?economic model are supported by the

data, T now turn to the estimation of (3.1).

5.2 Estimates of Equation (3.1)

To estimate (3.1), the likelihood function (B.2) in Appendix B is
maximized with reapect to the parameter vectors . 1 do not estimate all
elements of_g. Recall that J, the number of periods required to build produc-
tive capital, is not determined by the model and must be specified bhefors
estimation. As did Kydland and Prescott [1982], I set J equal to 4. Some
justification for doing so exists in a survey by Hayer [1960], who found that
the average time required for the completion of projects involving plants and
structures was three to four quarters. This duration would seem a reasonable
assumption for the completion of residential structures as well. The subjec-
tive discount factor is set at 0.9909, implying a constant real interest rate
of 4 percent per year. The depreciation rates for structures and equipment
are set at 61 = (0,02 and 8o = 0.0%. These values are close to gome estinmates

in the literature, =alhbeit obtained from different modela. For example,
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Jorgenson and Hall [1967] reported annual depreciation rates of 0.1471 and
0.192% for equipment in manufacturing and nonfarm nonmanufacturing indus-
tries. The analogous rates for structures are 0.0625 and 0.0694.1/

Table 3 reports the results of estimating (3.1). The estimates in
column (a) are derived by allowing the risk aversion parameter y to be free
and assuming an infinite distributed lag characterizing the service flow from
current and past leisure choices. Column (b) constraine y to equal unity and
agsumes that 1% = 1y + Byly 4.

Several interosting findings emerge from Table 3. One concerns the
parameter vy, which determines the curvature of the one~period utility func-
tion. In column (a), it is estimated as 1.6589. With a standard error of
0.658, this estimate may be interpreted as evidence for the true value of vy
being equal to unity, the latter wvaluve implying risk neutrality in terms of
the composite consumption good c:1§1-b. For the class of utility functions T
congider, the coefficient of relative rigk aversion, defined by the expression
1 - v, is also equal to the inverse of the intertemporal subgtitution elasti-
city for the composite consumption good. Hence, this estimate of y may also
be interpreted as evidence that this elasticity is large--infinite, in fact.
Furthermore, an estimate of i.6589 for y implies an estimate of 1.14 for y(1-
b), the coefficient for leisure services 1¥ in the single-period utility
function. Although its standard error is large at 0.66, this estimate for
y(1~b) could point to a possible violation of the convexity of preferences
with respect to 1t'

Another conclusion clear from Table 3 is that estimation of the
model under two different apecifications for the durability of leisure yields

fairly similar estimates for many of the underlying parameters. Of these, the

estimates of 0.9884 and 0.9812 for the parameter o, which determines the shars
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of labor in the aggregate production function, deserve mention. Since the
value of 0 is reatricted to lie between zero and one during the estimation,
these estimates, which are close to 6's upper bound, suggest that the aggre-
gate production function will display increasing returns to scale with respect
%o labor in the absence of such a congtraint on 6. Another gimilarity between
the resulte of columns (a) and (b) is the eatimates of the share parameter b
in the one-period utility function: they are 0.3142 and 0.2530, respec~
tively. Also, the variance Ui of the imnovation to the technology shock is

around 0.001 in both cases, implying that the variability of A around

t " M-t
a mean of sero is small and egual to roughly 0.4 percent per year.g/ Similar
evidence also emerges for the time-to-build feature for investment In struc~
Yures: the eatimates of ¢j for j =1, «+», 4 increase with j, implying that a
declining proportion of resources are allocated to the investment projects
closer to completion. Judging by their standard errors, these estimates are
also consgistent with the true values of the time-to-build coefficients being
different from 0.25. Of the remaining technology parameters, the eatimates of
the parameter ¢ determining the share of equipment in the composits capital
good are both small but imprecise, given their standard errors. Finally, the
estimates of v imply that the quantity 1/(1+v), which measures the elagticity
of substitution between the two types of capital in the aggregate production
function, is estimated to be less than one. The estimates of ¢ and v must be
viewed cautiously, however: with @ driven close %o a value of omne, thege
parameters become only weakly identified because capital goods matter little
in the aggregate production function.

The results of columms (a) and (b) of Table 3 differ in ome impor-
tant way. This concerns the eatimatea of the parameters n and 31, which

determine the effect of past leisure choices on current utility according to
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the specifications 1% = 1 - (1-n)ny - n(1-n)a, and 1} =1, + 8,1, ,, Tespec-
tively. 1In column (a), n is estimated as 0.00085 and has a standard error
consistent with the true value of n being equal to zero. But in column (b),
the estimate of 81 is 0.8064, large relative to its standard error of 0.13%0.
Under the first specification of preferences, leisure does not appear as a
durable good; under the second, leisure consumed with a one-period lag seems
t0 have a positive effect on current utility.

To hetter acoount for the differences between the two sets of re-
sults and fo get sharper conclusions about the effects of gome of the key
parameters v, 1, By» and 6, I estimate two additional specifications. The
first sets y equal to omne and assumes that pre?ereﬁces are time separable with
regpect to leigure, that is, 1§ = 1t' In addifian to these restrictions, the
second specification smets 0 equal to 0.64. The value of the maximized likeli-
hood Ffunction under ﬁhe first specification is -1,844.386, while under the
additional restriction of 6 = 0.64 it is -1,894.521. The estimates of the
remaining paramsters (not reported here) are, on the whole, similar to those
from the specifications of Table 3.

According to‘%hese rezults, the values of‘the chi~gquare statistics
for the {ests of the single restriction of By equal to zero and of the joint
restrictions of y equal to one and 1 equal to zero are 24.287 and 23.6, re-
spectively. Since the estimate of n is close to zero and has a relatively
large standard error, the rejection of vy = 1 and n = O seems to arise from the
rejection of y = 1. Hence, the result that By ig significantly different from
zero is gomewhat surprising. One explanation is that lagged values of leisure
do have an effect on current utility, but +that +the parametrization
for 1¥ given by 1¥ = 1 - (1-n)ny - n(1-n)&t forces the estimate of n to zero

in order to make the coefficient on current leisure (or current labor supply)



-19 ~

equal to one. VWhen 1% is defined as 1§ = 1y + B41ly.q, the coefficient on
current leisure is a priori restricted to one. Hence, the estimate of B4
picks up only the effect of past leisure choices and specifies this to be
positive. An aliernative interpretation of these results is that identifying
coertain classes of models using only quarterly aggregate time series is diffi-
cult. In this respect, it seems suggestive that the likelihood value L% when
Yy = 1.6589 and n = 0.00085 is -1,8%2.2423, while it is -1,832.5860 when y = 1
and By = 0.8064. While the likelihood values under the non-nested specifica-
tiong for 11 cannot be directly compared, they nevertheless suggest that the
covariation in the houvrs, cru’cpqt, and investment series may be rationalized by
two alternstive specifications of preferences. According to one, preferences
are time separable with respec’;: to leigure, but there ia some $ype of inoreas-
ing returns or nonconvexity with respect to per capita leisure hours. Accord-
ing to the other, preferences are convex with respect to consumption and
leisure, but past leisure choices affect current utility.

The results of the test for the hypothesis that & = 0.64 show no
auch ambiguity. A comparison of the wvalues of the maximized likelihood funec-
tions under the restriction that v =1 and n = 0 versus the restriction that,
besldes that, 6 = 0.64 shows that the value of a chi-square statistic with one
degree of freedom is equal to 100.269. Congequently, despite the rather large
standard error for the 0 estimate reported in column (a) of Table 3, which
seems to suggest that an estimate of 0.9884 iz consistent with the true value
of 0 being equal to 0.64 as well as with a value of one, the data strongly
reject the hypothesis that @ = 0.64. Furthemuore, this restriction is re-
jected not only when tested separately, but also when tested as part of the
joint hypothesis that v = 1, n = 0 (or 8y = 0), and 6 = 0.64 against the

alternatives presenied in Table 3. The values of the relevant chi-square
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statistics, having three and +two degrsea of freedom, respectively, are
124.5564 and 12%.8490.

In pummary, three main conclusions emerge from formally estimating
the model. These are the findings of an estimate close to unity for the
elagticity of output with respect to labor, estimates of the parameters vy and
b consistent with large intertemporal substitution elasticities with respect
t0 a composite consumption good and with possible nonconvexity of a repre-
sentative consumer’s preferences with respect to per capita leisure hours, and
finally, some ambiguity about the importance of the durability of leisure.

At this point, several questions arise. How well does the model
restricted acoording to equation (3.1) explain the Joint movement of the
houra, output, and investment geries relative to other unrestricted specifica-
tions? Which, if any, of Kydland and Prescott's conclusions about the per-

formance of their model are supported by these results? ,

5.5 Time Series Properties of Models (3.1} and (3.2) |

For the model restricted according ‘l:‘oI equation (3.1), I compute
diagnosticg under the set of estimgtes obtained by setting y = 1 and 1: =
li. These estimates, together with Fhe implied equilibrium laws of motion for
Y4 - Yt.q» are reporied in Appendix ¢. Table 4 presents the estimates used %o
calculate such diagnostica for the simple time series representation for &
described by equation (3.2).

Table 5 shows the responses of the output, hours, and investment
geries 1o & unit impulse in the innovation to the technology shock gy and the
comparable responses derived from representation (5.2). The impulse responses
bagsed on (%.1) show that the initial response of all variables %o a unit
change in productivity is positive. However, the subasequent responses differ

for the output and hours series, on the one hand, and the invesiment geries,
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on the other. An increase in g, initially increases the marginal produci of
both types of capital and consequently the values of the opiimal capital
stocks. With lags of four pericde in the production of structures and inter~
related decimsions for the optimal capital astocks, hoth investment series reach
a peak after five quarters and then drop. Despite small oscillations, though,
both the output and hours series climb to permanently higher wvalues after the
initial shock. The permanent incrsase in hours arises because larger values
of the capital stocks increase the marginal product of labor. Conseguently,
although (3.2) implies simple behavior, the underlying economic model, whose
reatrictions are described Yy (3.1), seems able to generate interesting dy-
namic interrelationships among the series.

Despite this potential for producing complicated dynamics, however,
the coherences of Table 6 show that the underlying economic model can account
for only a small proportion of thé variance of the two investment series.
Although the common Ffactor in (3.2) acoounts for at least 50 percent of the
variance for the components oflall series with periodes of seven quarters or
more, +the explained wariance for both investment series drope drastically,
both overall and at the low frequencies, when the restrictions described by
equation (3.1) are imposed. For example, Table 6a shows the underlying eco-
nomic model can explain at most 10 percent of the variation in the components
of the equipment series with periods of 14 quarters or more.

The small coherences of Table 6a do not necessarily provide evidence
againgt the representation described by (3.1), however. That model may be
correct, but the differences of the invesiment series contain large measure-
ment errors, especially at the low frequencies. To account for this possibil-
ity, recall the estimates of the exploratory dynamic factor model in Tables }

and 2. There the specific disturbances of the different series are generally
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small and serially uncorrelated. If the behavior of the specific disturbances
in (5.1) indicates anything about the behavior of the measurement errors of
(3.1), the variance attributed to the latter should alaso be small and constant
across frequencies. The economsiric model described by (3.1) already assumes
that the measurement errors Vig for 1 = 1, ++¢, 4 are serislly uncorrslated
and have constant wvariances o?_ for 1 = 1, «i4, 4 across all frequencies. 8o
the only remaining implication of comparing the results of Tables 2 and 6a is
that the variance attributed o the epecific dlsturbances according to the
estimates of (3.1) should be small, as they are according to the estimates of
(5.1). Another way of making this pdint is to notice that a consistent esti-
mate of the population variance, at each freguency, for the elements of the
{gt};o process may be obtained in at least two ways: from estimates of the
total variance, of each frequency, computed under the restrictions of equa-
tiong (3.1), (3.2), or (5.1) or from an unrestricted spectral estimator com-
puted under the assumption that Sg(m) is positive-definite across all frequen-
cies. Hence, if the restrictions of the models described by equations (3.1)
or (3.2) for the varisnces of each series are at all supported by the data,
then the estimates of H(m)‘H(m)l* and H(w)A(w)*--which show the variance attrib-
uted to the common latent factors inithé spectral estimates restricted accord-
ing to equations (%.1) and (3.2)--ghould be close to, and have the same shape
as, an unrestricted estimate computed under the assumption that Sg(w) is
positive-definite acroes frequencies.

Figures 1~4 show that, for the model represented by equation (3.1},
this is not true. There the plotas of the logarithms of the diagonal elements
of H(w)H(w)* and H{w)A(w)* are denoted R and F and the plots of the logs of
the unrestricted spectral estimates and their 95 percent confidence intervals

are denoted U and *.9/ For large bands of frequencies, the resiricted spec-
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tral estimates of the investment series mneither have the same shape as nor
fall within the 95 percent confidence intervals of {he unrestricted esti-
mates. Consequently, the small coherences for the investment series implied
by model (3.1) seem not to be due to the nature of the measurement error in
thege geries. Instead, thege coherences geem %o be small because the under-
lying economic model cannot explain the variability of the investment se-
ries. By contrast, not only are the equation (3.1)-restricted coherences of
the hours and output series large, with close to 40 and 90 percent of the
variation in their components with peripds of seven quarters or more atirib-
uted to variation in the common shock, but their restricted spectral esti-
mates, computed from the appropriate disgonal elements of H{w)H(w)*, fall
within the confidence intervals of the unrestricted estimates over many fre-
quencises. In particular, the outpus meries generated by the underlying eco-
nomic model mimics very closely the behavior of the differences of the actual

output series.

5.4 Comparison with Kydland and Prescott

The results reported so far show that the underlying economic model
fails to capiure the variability of the differences of the iwe investment
geriea. It does, however, seem able to“gelnerate a large proportion of the
variability of the differences of per capita hours under a t{ime-separable
specification of preferences. These results are contrary to some of the main
conclusions of Kydland and Prescott. But can their conclusions he direectly
compared with mine? They adopted a very simple metric to determine the values
of the unknown parameters of the model: they fixed some according to a priori
information and chose the rest according to a rough grid search demigned to
match the variances of a met of defrended series, the contemporanecous correla-

tion of the same series with a detrended msasure of output, and the five
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autocorrelations of detrended output generated from the model with the values
of the same statistics computed from actual data. Moreover, they detrended
their series with a complicated two-slded filterﬁ/ and computed the statis-
tics dimplied by their model from a singular representation, such as those
described by egquations (2.14) or (2.15). By contrast, I augmented the repre-
gentations in (2.14) and (2.15) with measurement errors to derive a well-
defined econometric model and chose values for a major subset of the unknown
parameters by matching all the covariancea for the differences of the four key
series according to the metric defined by maximum likelihood estimation.

In terms of determining whether the restrictions of the underlying
economic model were at all supported by the data, however, I used criteria
quite similar to Kydland and Prescott's. More precimely, I asked, first, if a
significant proportion of the total variance for the differences of each
gseries could be explain'ed by variation attributed to the single common factor
vwhich, according to equation (3.1), is defined ss the innovation to the tech-
nology shock and, second, if the underlying economic model could reproduce
some of the iime series properties of the different series. Because Kydland
and Prescott used a asingular model to ocompute the theoretical variance for
gach series, their measure =.o:f this variance corresponds, in my framework, to
the variation in each series attributed to the single common facior. For the
model described by equation (3.1), it is proportional to the sum of the diago-
nal elements of H(w)H(w)* across frequencies. Consequently, examining the
coherences of Table 6a or comparing the values of the diagonal elements of
U(w)H(w)* across frequencies with the values of some unrestricted spectral
egtimator at those frequencies ig similar to Kydland and Prescott comparing
the theoretical variance of the different series with the sample variance of

thege series. Similarly, examining the serial correlation properties of the
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different series hy looking at aulocorrelations is similar {to examining +the
low frequency variation in each series which can be attributed to the innova-
tion to the technology shock.

The final unanswered question im, why did Kydland and Preascott reach
their conclusions? One important reason is that they assumed a priori the
existence of a well-behaved neoclasalcal production technology describing the
relationship between aggregate output and the inputs of labor and two types of
capital, the latter consisting of the stock of a single aggregate capital good
and the stock of aggrsgate inventories. But what my resulis seem to show is
that, even if inventories are not considered an input and the aggregate capi-
tal stock is disaggregated as the stock of siructures and equipment, the fact
that, in the absence of arbitrary adjustments for capacity utiliszation,
deviations of per capita output around some trend fluctuate quite a bit while
deviations of per capita hours around itg trend do not leads to an estimate of
unity for the elastlcity of output with respect to labor, just as in other
studies of aggregate production relationships (for .example, Iucas [1970] and
Tatom [1980]). This finding is what causes the model to fail to explain the
behavior of the invesiment meries.

That oan be demonstrated more formally by considering the expres-
sions for the spectral estimates of the investment series regtricted according
to equation (3.1). These are derived from the laws of motion for the differ-
ences of the investment meries, i,. - 14, , = e(B)(kyy, kyp g q) and i, -

1213-1 = [1”(1—62)L](k2t+1~*k2t), ag

(5:3)  8y1(yi0 = leln)1 %y (030 + o

Lug o 2
(5:4)  Sglwsi0) = [1-(1-8))e | Skz(“j‘ﬁ) * Oy
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Here 8 1(m.;§9 and 8 3(m.;§) are the diagonal elements of S(m.;g) correspond-
ing to the two Yypes of investment, 8, (w ;0) and Sk (w 30) are the spectral
densities for the capital stock series, and |g(m )|2 and |1-(1- 52)3 le
represent the sguared modulus of the Fourier transforms of g(L) and
[1~(1—62)L], respectively. These equations show that the proportion of vari-
ance explained hy the underlying economic model at each frequency for the
investment series is proportional to that for the capital series. The terms
|g(mj)|2 and|1-(1~62)eimj|2 may have an effect in reducing the low frequency
power of the invesiment series. (For example, lg(wj)|2, which describes the
effeat of the time-to-build assumption, can be shown to be less than one
acroas all frequencies and reaching a minimum at frequency zero.) The effect
of such %erms should be negligible, however, for large values of Sk1(wj;g) and
Skz(mjig)' gtil?, with an estimate of @ close to ons, the model does not
assign a productive role to capital gtocks in the aggregate production func-
tion. Thus, it does not generate large values for Sk1(wjig) and Skz(mj{g) and
endg up attributing much of the varistion in the investment series to varia-
tion in the measurement errors.

Kydland and Prescott did not let their data freely determine the
parameters of the aggregate production function. Instead, they restricted the
parameter governing the elasticity of output with respect to labor io equal
0.64. Then they chose the value of y, the parameter which determines the
coefficient of relative risk aversion in the composite good ctl‘;'é'1 b, to equal
-0.5 (a value of pero implying a logarithmic form of the single-period utility
function in this good). They then concluded that the model explains invest-
ment, but that hours fluectuate lesas than productivity when preferences are

agssumed to be time separable with respect to leisure. By contrast, my Table 3

showa, at best, mixed results for a non-time-geparable specification of pref-
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erences with respsct to per capita leisure hoursa. Hevertheless, I do show
that a large fraction of the low frequency variation in the differences for
per capita hours can be generated under the assumption that past leisure

choices have no effect on current utility.

6. Conclusion

One conclusion that can be drawn from this paper concerns the abil-
ity of the underlying economic model +o explain, even in relatively rough
terms, the joint movement of some key aggregate series. The paper shows that
thias model leaves unexplained a large portion of the variance of two invesi-
ment series, namely, invesiment in structures and investment in equipment. It
argues that the model fails this way because, at a more fundamental level, the
model cannot rationalize the joint bgﬁavior of aggregate output and hours
under the agsumption of a well-behaved neoclassical production technology. A
more positive conclusion can alsa be drawn from the paper, however. Thig is
that an interesting class of dynamic equilibrium m;dels——models which can bhe
used to stwdy cyelical fFfluctuations, growth, and aslternative theories of
investment and of aggregate consumption and labor supply--can be estimated and

tested using classical methods.



Footnotes

*1 thank Isars Peter Hansen, ¥Finn Kydland, Hobert Litterman, Robert
Miller, Christopher Sims, and Kemneth Singleton for their suggestions. In
addition, I am grateful to Kathy Rolfe for excellent editorial assistance. An
earlier version of this paper was presented at seminars at the Massachusetits
Institute of Technology; Northwestern University; and the Universities of
California (Los Angeles), Chicago, Minnesota, Rochester, and Southern Cali-
fornia; as well as at the {984 National Bureau of Economic Ressarch Conference
on Business Fluctuations and the 1984 North American Summer Meeting of the
Beonometric Society. The views expressed herein are my own and not neces-
parily those of any of the above, the Federsl Reserve Bank of Minneapolis, or
the Federal Regerve Syatem.

i/Long and Plosgser [1983] present another recent example of a real
business cyecle model.

E/Some empirical support for specifying the technology process this
way comes from an unexpected gquarter. Analyming the residual from Solow's
[1957] aggregate prﬁduction‘function, Nelson and Plosser [1982] found that it
could be well described as a random walk. But such an analogy is somewhat
tenuous because, as will become clgar‘shortiy, the fechnology shock in this
paper 1is unobservable by an economet?idién, 20 cannot bhe measured as the
regidual from an estimated production function.

Q/Appendix A describes the approximation procedure in more detail.

4366 Sargent and Sims [1977] for a further description of such
models.

Q/Geweke [1977] provides a comprehensive discuasion of identifica-
tion, estinmation, and tests of models similar to mine. Briefly, to implement

the test I describe in section 5.4, calculate the finite Fourier transform of

3=1 at the harmonic frequencies wy = 2x3/T for

the sample of observations {Et} j




J =0, «esay, T -~ 1. Denote this Pourier transform w(j,T). ILet wy be the fre-
quency at which my equation (5.1) is estimated and % o positive integer.
Also define the set of ty vectors w(jT+1,T), veey w(jT+Lq,T), where Jp is
chosen %o minimize Z;E1i21(jT+i)—qu|. Then it can be shown that the joint
distribution of the £q vectors converges %o that of iq independent wvectors,
each pogsessing a complex normal distribution with mean zero and covariance
matrix Sg(mq)‘ If 0y = 0 or Wy = W then this distribution is ordinary-
normal. The complex likelihood function for w(jT+i,T) for i = 1, ..., q is
defined, for example, by Geweke [1977]. Here, q = 1, ..., Q defines the
fraguency band conslsting of zq ordinates across which this complex likelihood
funetion is evaluated, I esﬁimate (5.1) at six frequencies: 0.0694 %,
0.2361%w, 0.40287, 0.5694+x, 0.736iw, 0.9028x. The finite Fourier transform of
the sample {Et££=1 is calculated at a total of 72 harmonic frequencies between
0 end = Out of this total of 72 ordinates, estimates of H(w) and V(w) are
obtained from disjoint bands of 9 periocdogram ordinates each. In practice,
all estimates and tests of the unrestricted frequency domain factor model are
obtained using Robert Litterman's INDEX program.

5/1et D(u,) = (2/£q)E(mq), where E(w,) is the inverse of the matrix
of pecond derivatives of the complex likelihood function for w(jT+1,T)’for i=
1, «+e, # with respect to the unknown parameters of ﬁ'(wq) and \"f(mq) in the
a*® frequency band. Iet R be the (Q-1) x Q matrix with [rqq] =1, [rq,q+1] =
-1, and sero elsewhers. Also, define the @ x 1 vechor Vj as ?5 =
[Vé(m1),VS(WE),...,?E(ub)]'. Then a statement of the null hypothesis in the
text corresponds to the statement that m’i’j should be equal to the (Q-1) x 1
vector of zeros. This linear comstraint can be tested using the test statis-
tic 4 = (R{r"j)'(BGR‘)'1R€r‘j, where G is the Q x Q diagonal matrix containing

the estimated variances of Vqu) for g = 1, «+., Q obtained from D(mq) on its



diagonal. The required %est of no serial correlation in {¥ is then

4750
obtained by noting that under the null hypothesis tj is disgtributed as
X2(0-1). (See Geweko and Singleton [1981] for a further description of +this
tost.)

1/the spproximate likelihood function implied by models (3.1) and
(3.2) is maximized using the DFP (Davidon-Fletcher-Powell) option of the
Goldfeld-Quandt nonlinear optimization routine. DFP uses & hill-climbing
algorithn based on the ftrue gradient of the likelihood function and an approx-
imation %o the inverse of the matrix of second derivatives. Since the form of
the likelihood (B.2) under (B.4) and (B.5) nakes obtaeining even analytic first
derivatives difficult, the gradient iz also evaluated rnumericelly by DFP.

The DFP algorithm is allowed to conduct the numerical search over an
unreatricted parameter space. However, 1o ensure the existence of the deter-
ministic equilibrium and also the existence of a solution to the dynamic opti-
mization problem generz}ting the equilibrium laws of motion, the values of the

|
parameters which actually enter the likelihood function under model (3.1) are

constrained as follows: n = [1+exp(}{)]'1; b= [1+exp(B):|“1; g = [1+exp(T)]'1;

[}

g [1+exp(S)]”1; % = exp(Pi)/D for 1 =1, ..., 3; 4 = 1/D; o, = (SEQ)UE;

i

Py (LQ); 0 = [(st)Q]”2 for 1 =1, .., 4; and D = 1 + exp(Py) + exp(P,) +
exp(P3)- The free parameters in the DFP algorithm are then taken to be H, B,
T, 8, Py, Py, P3, SE, S4¢, 8o, 83, B4, Ys W and By. Similarly, the autore-
grossive polynomials in H(L) are constrained to have rvots outeide the unit
circle. The implied transformations for the coefficlents aij for L =1, .4,
4 and j = 1, 2 are given by 8, = pi[cos Bi -~ gin ei]/z and 8yp =
(pi[cos 6, + sin Bi]/2) - 1. In these expressions, 0; = (a/2)/[1 + exp(xi)],
2 . 2 .
Ry = 4/(cos” & + sin” &), p = R/[t + exp(y;)], and x;, yys By for 1=,

+++, 4 congtitute the free parameters.
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8/me estimates of the variance ori of the innovation to the tech-
nology shock are not invariant to the fact that the approximation around the
ateady states has been performed Yy normalizing total leisure hours as
unity. The estimates of oi in Table 3 are obtained under the assumption that
leisure hours in a quarter total 2,142.

9y The unreatricted spectral estimates are computed as the Daniell
gmoothed periodogram estimates. The window width for the smoothed estimates
i@ chosen %o bhe 11. With that window width, the asymptotic distribution of
the unrestricted mpectral density ordinates is proportional fo a x2 random
variable with 11 degrees of freedom. Thus, the confidence band for the loga-
rithm of the unrestricted estimates is defined as [Log (11/a) + log (£(w)),
log (11/b) + log (£(w})], where f(w) is the Daniell estimator and a and b are
defined as Pr(x$1 <a) = 0.025 and Pr(x$1 5 b) = 0,095, that is, a = 3.81575
and b = 26.7569. (See Koopmans [1974], pp. 268-70, 274-77.) All calculations
use the Regression Analysis of Time Series (RATS) package, version 4, coapy-
right by VAR FKconometrics, 13980.

JR/ To see how this f£ilter is derived, precall that Xydland and
Prescott studied the behavior of the deviations of each series, y., from some
smooth series 8y This series was, in turn, generated by minimizing

2 16002$=1(st+1-25t+st_1)2 with respect %o s;.  Denote the

z$=1(yt_st
solution 8, = k(L)yy, where k(L) is a two-sided lag polynomial. The series
for the deviations, denoted yi, is then obtained as yi = yy - [1/k(L)]yt.
Hence, the filter applied to the data is 1 - [1/&(L)] =
1600(1-1) (172 /(10 (B2, ) (17 -0 )(571-2,)), whore 2y and 2, ave less than

one, is and Ay are greater than one in modulus, and L is the lag operator.




Figures 1-4
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Table 1

Tests of Model (5.1)

{oherences:
One-Noise Null Teats
Invesimeni
Marginal
Period T Significance
Frequency {(Quarters) Ordinates ,xz—Statistic*m Level## - Output Hours Structures FEquipment
L0684 7 28.8 2-10 1.9027 86244 88044 83923 ~6T441 84179
L2361 T 8.5 14-22 F.7058 +59250 85985 76693 66661 -T793T1
AQ287 4.9 26-34 5.0480 41005 63518 58511 56428 53929
5694 3.5 3IB~46 ' 1.4312 . 92087 1.00000 44323 «19990 24556
JT361 T 2.7 50-58 . _3-9150 56172 19110 -509%6 03416 1.00000
Overall - — 2%.9229 — LT0121 57483 45484 52605
#For frequencies, y°(5); overall, y2(30).
##Dofined as Pr(x?(df) > o), where ¢ is the value of the test statistic and df

the number of degrees of freedom.

¥tach row shows the coherence of the four smeries with the unobservable factor

at the fregquency listed in the first column.

the total proportion of the variance explained over all six bands.

The overall coherence indicates




Table 2

Tegts of Serial Correlation

Table 2a. Estimates of V'i(m) for 1 =1, .4, 4

Series
Frequency Output Hours Structures Equipment
] L :
+0694 n 70.561 t.1171 10.464 5.6095
+ 2361 % 90.783 1.8353 ?5.425 4.4404
«4028x 150.440 1.2805 14.010 11.2150
5694 % . 000 3.1726 19.350 25.1130
JT361w 438.560 5.4469 30.328 0001

Table 2b. Wald Test for No Serial Correlation

in {vit}tﬂo for i =1, +.., 4
Marginal
Significance
Series X2(5) Level
Ou'tput . 987 " 97020
Hours 1.080 +36250
Structures 1.570 « 91307

Bquipment 12.270 03470




Table 3
Estimates of Model (3.1)

{a) (v)
Parametsrs end 1} =1 - (1-n)n, W1 o+ g3,
Shock Variances - rt(1-r|)at
Praferances
Y 1.6589 1.0000
(.658)
n 00085 —
(.000886)
| - 8064
(+130)
b 3142 .25%0
(.152) (.0%8)
Tec¢hnology
v 4492 1.4407
(.632) {.441)
B 9884 9812
(.247) {.044)
o 0802 0194
(.072) {.016)
¥ 1106 L1340
(.062) {.051)
- 2736 2697
(.042) {.018)
’3 32832 «2899
(.042) {.015)
N 3326 -3063
(.042) {.045)
3 25773 5.5979
{1.871) {.441)
Shooka .
éi 00105 .00068
{.00003) . (.00003)
& 20.3122 14,7355
(7.588) {3.600)
4 5.6186 3.8163
{1.090) {.694)
ug 275104 28,6873
(6.194) {4.040)
oi 79.9229 186.2847
(35.485) (66.154)
Likelihood function LA(9) -1,832.2423 -1,832.5860
Fjuqlog (a0t 5 (u ;0] -948.8569 ~944.7600
Lyl
i§=1trace [sg(ujtg) I(uﬁ)] -267.7018 -272.1369

Fote: The numbers in parentheses are standard errors.



Table 4

Estimates of Model (3.2)

i x; Y3 by “:?L

1 "1 -849 --825 40360 11 .60‘08
(.211) (.307) (.329) (1.439)

2 “2-541 -l135 1.W8 1-6363
(.470) (.300) (.096) (.364)

3 -2 0811 “'-081 " 3-504 7-6102
(.509) (.278) (.251) (1.000)

4 -1.715 - 144 12.156 345.9764
(+365) {(.229) (1.609) (12.001)

Likelihood function L}(8) = -1,784.3374
)f§=1log fdet Sg(wj;_—g)] = -898.5634

-1, -
X§=1 trace [S E(mj ’_e__) I(wj)] -27090851

¥ote: The numbers in parentheses are standard errors.



Table §

Impulse Responses From Models (3.1) and (3.2)

Reaponse of Series

Shocked Investment
Series
and Pericd
Model (Quarters) OQutput Hours Structures Equipment
Vi 1 20.47%4 4129 1.2406 02126
2 20.547T3 .4180 f.2201 02279
fron 3 20.5497 + 4084, 1.1904 .02238
(3.1) 4 20.5475 .4082 1.1895 .02230
5 20.541% 4516 1.3282 02461
6 20.5928 455 <7339 00420
7 20.594% 4512 T3 «00%68
8 20.593%0 4510 . TH06 200416
9 20.5922 4560 L7674 00441
{0 20.5980 4562 . 7000 00209
1 20.5983 <4559 .6986 .00198
12 20.5981 4559 . T015 00207
13 20.5979 +4565 .T0%6 00212
14 20.5986 +AB65 6959 00185
15 20.5987 A564 .6956 .00183
"§t 1 18.6023 1.2792 3.4059 2.7586
2 29.1045 2.3622 64537 5.1579
from 3 5643417 3.1932 7.8508 T.1330
(3.2) 4 41.1660 3.8241 T.9105 8.7538
5 44.3986 4.3025 7.4183 10.0834
6 46.5628 4.6651 6.9545 11.1743%
7 48.0119 4.9400 6.T317 12.0692
8 48,9822 5.1484 6.7135 12.80534
9 49.6%19 5.3063 6.7842 13.4057
10 50.0669 5.4261 6.8546 15.8999
11 50.3582 5.5169 6.8900 14.3%053
12 50.,55%2 5.5857 6.8941 14.6379
1% 50,6838 5.6378 6.8840 14.9107
14 50.7T713 5.6774 6.8734 15.1346

15 50.8298 5. 7074 6.8678 15.3182




The Proportion of Variance in the Four Series Explained by One Common Factor:

Table 6

Coherencea for g

Table 6a. From Model (3.1)

Tahle 6b. From Model (3.2)

Investment Investment
Period . ,
Frequency (Quarters) Qutput Hours Structures Eguipment Qutput Hours Structures Equipment
0.0000 00 -93758 80809 . . .04986 _ 00146 94546 91192 -T1349 85268
0.0149w 134.00 « 93751 +80460 - 15339 T -00458 _ 294344 . 90525 .T1522 - 94556
0.0299n 67.00 .93634 +T79863 .27697 - .00987 «94010 -89433 .T1805 -93394
0.0448w 44.66 -93699 - 79001 +39042 - 01742 -93548 -87948 72191 91815
0.0598 7 %3 .50 93637 77849 48225 02720 - . .92965 86107 «T2669 -89863
0.0T44 w 26.80 - 93540 J7638% . .55203 - 05904 .92267 +83958 «T3223 -BT7H9C
0.089%4 1 22.33 293540 «T4580 "~ 60329 05261 91463 81550 LT5836 .8505%
0.1044 % 19.14 «9%214 JT2422 +64004 06746 .90562 .78935 .T4482 .82306
0.1193 7 16.75 -92976 -69905 -66573 08305 - -895T4 76164 -75133 79407
0.134%3n 14.88 .92687 67036 . 68204 .09888 _+88509 . 73285 -T5755 . T6406
0.1492n 13.40 .92345 .63839 .. 69362 -11449 87378 «TO343 <T63T0 - T3351
0.1642x¢ 12.18 -91952 - 603557 69913 . 12955 86191 67378 LT6753 . T0284
0.1792xn 11.16 .91508 56649 .T0049 «14381 84960 64423 STT039 67239
01944 w 1G.30 .31015 .52788 .69840 15713 .83694 61507 77120 64245
0.2088~w 9.57 .90474 48859 -69%35 -16944 82404 58654 +T6950 .63126
0.2536 « 7.88 88579 31524 66337 « 20030 .78469 . 50636 - 74559 53170
0.3284« 6.09 .84566 «23908 +56880 «23%08 ST2121 .39512 .63899 41951
0.4029 4.96 . 79853 18246 +41439 < 24384 66528 311 .48852 - 53581
0.4TT4n 4.18 76040 17063 21863 .22944 61932 25108 35383 27493
0.5522 7w 3.62 JT5655 16362 « 10910 .18522 58347 - 20756 .25728 23102
0.626Tn 3.19 .T78264 .13898 +18343 41713 55676 17655 19408 -19951
0.7T314n 2.79 -80409 10664 - 28032 06557 S53TTH 15472 -15394 17716
0.7910x 2.52 .81801 06641 34807 03611 52494 -13978 . 12891 16174
0.86581 2.3 81914 04223 235374 «04640 51700 . 13022 +11401 15181
0.9402n 2.12 .81489 03408 33125 06781 .51289 «12510 10641 -14648




Appendix A

The Approximate Equilibrium Laws of Motion

This appendix derives the approximate equilibrium laws of motion
defined by equations (2.14) and (2.15). These laws of motion are, with a
amall modification, consistent with two different sapecifications for the
technology shock process. Under the firat specification, the technolozy shock
is defined as the sum of a random walk plus a process alwaye constant--that
is, A = Mg o Aoy where My = M1 ¥ B and Aoy = 2. Under the second, the
technology shock follows a random walk with drift--that is, Ay = Agq + ey
+ 3. In both cases, the single-period utility funotion in the social plan-
ner's problem defined by equation (2.13) is approximated by a quadratic func-
tion. To obtain the point around yhich ’ghia approximation is performed, the
technology shock is set equal to iis unconditional mean of zero. Hence, the
approximation is ﬁerformed around the point to which the original economy
converges in the absence. of random shooks to the technology process.

Under the firat speoification for the {Atl}:(;o process, such a point
will always exist, ut it cannotj be interpreted as a deterministic steady
ptate for the levels of the ‘differaint periea. This 1s because that point will
depend on the initial condition J\;O for the {An};o process, as well as on
the parameter A. Because this initial condition is unobservable, however, it
can ba normalized at a value of sero without affecting the estimates of any of
the remaining parameters. Under the second specification for the technology
shock process, such a point will constitute a determinisiic steady state for
the differences of each wvariable. In this case, provided the guadratic
approximation is performed with respect to the differences of each wvariable,
the point around which this approximation is performed will be independent of

initial conditions for A,. 1In the former case, the methods described in this
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appendix yleld representations Ffor the levels of each variable. These
representations are then differenced +o eliminate the wunit root in the
technology process, leading +to the stationary stochastic processes for the
differences described by equations (2.14) and (2.15). In the latter case, the
approximate equilibrium laws of motion are derived directly <for +the
differences. Because of the certainty equivalence property exhibited by +the
solution procedure, however, the only difference between the representations
derived directly for the differences and those displayed in equations (2.14)
and (2.15) occurs in the B(L) matrix polynomial defined by equation (A.7).
Specifically, the first term in the.braces following the summation sign is not
divided by 1 - UjB for j =1, ves, J + 1 when the solution is computed for the
differences directly. This occurs becauae the 1aws of motion for the 4if-

ferences of each variable depend on ). _O(u B)lE(A = gy while the

I
representations derived by differencing 'the laws of motion for the levels

tad” t+1 1| 9,)

" i ) -
depend on )j_o(u 8) E(ltﬂl ‘) - {i=0(ujs) B(Aqqlog () = (1-ujB) ey If
ujy is small, however, (1~uj8) will be close to one and the two approaches

will yield very similar resulte for the differences of each variable.

1. The Deterministic Bquilibrium

Thig section defines the deterministic equilibrium of the original
economy in terms of the constants ky, ko, +.». These expressions may be
interpreted in terms of the levels or the differences of each series. Under
the firat interpretation, they depend on Agr» bub this dependence hag been
suppressed for notational aimplicity.

In the deterministic equilibrium, the interest rate and the shadow

price of the first type of capital are given by

[

r= (1-)/8 and q = ] (1+0)37%,
541
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and the coats of the two types of capital are q(r+61) and r + §5. The values
of the capital stocks are obtained by equating the marginal product of each

type to its cost. Hemee, fk1 = q{r+§y) and sz =r + § and

k. = __w(r+61)q %)
2 r+62 1-a

] 1/(1+v)

(k) = bk,

1/8
k, = (:1 21(5:"6) ;(T-B'Fv)/v] /%) 3(_1/9)“

where b, = 1 - ¢ + ob?“. In this equilibrium, both types of investment are a
congtant fraction of the relevant capital stocks, that is, i1 = 51k1 and 12 =
6ok, while the production fﬁnction-and the national income identity provide

the relevant values for output Q and consumption ¢ as

£
L

5(1 B ( 1 9](—1/6)11 - b4(—1/9)n

|
1/e - 1/9

o
|

Finally, the value of hours is obtained by setting the marginal rate of sub-

gtitution of conaumptian;for leisure equal to the marginal product of labor.

It

When lg 1 - (1-n)nt - "(1'n)at*

(1-b)(1-1) (b ,~8, b =8, b,) -1
_ 4784057550 -
n = [1 + bb49(1-8n) ] and g = n

*
When 1t 1t + B11t-1’

‘ -1
R (1-0)(1+8,8)(b,-8,b,~5,b,b)
bb49(1+31) )
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2. The Approximate Social Planner’s Problem

Once the determinisetic eguilibrium wvalues of all variasbles are
computed as functions of the underlying parameters of the model, the single-
period ubtility function in (2.13) is approximated by a quadratic function
according to the procedure described by Kydland and Prescott [1982, pps. 1356-
57]. In the approximation procedure, the percentage deviations around the
deterministic equilibrivm values of Kigr 8y lyg + odoy kzt’ ni, snd )y are
taken %o be 1, 2, 8, 3, 35, and 0.5 percent. VWhile these deviations are set
somevwhat arbitrarily, changing their values hasg very little effect on the
results of the estimation. Now the constraints of (2.13) are used $o elimi-
nate i1’c’ i2’c' and n from the quadratic objective function. Then the approx-

imate social planner's problem‘fdr“the sconomy of section 2 is described bty

(4.1) naximize E ( E Bt[bétD(L)x£~s) + (D(L)xg-e)'Q, (D(L)x,-s)
{z,} - \t=0 \

+ 204 (D(Lz,-8)(a,-%) + q (207 + bs(xt—i)]lno)

giveﬂ the initial CQnditiOﬂB X_J, vy I__-‘o‘ Here xt = (k1t+J, at+1’ k2t+1)'
|

is the wvector of decislon variables, & = (k1,‘ a, iy + ip, ko n}' is the

vector of deterministic equilibrium values, D(L) is a J*P-order matrix polyno-

A

nial given by

.2 0 0
0 L 0
(L) = | &(L) 0 1-(1-8,)L
0 0 L
0 - 0
i " i
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and the remasining terms are defined from the linear and quadratic coefficients

b and Q@ of the approximate utility function as

!
i
;

b = [b*Ibs] and Q = | wew—- i‘ """"" .
1
|
1

%. Solution to the Approximate Soecial Plamner's Problem

Following Hansen and Sargent [1981], the necessary conditions for

the maximization of (A.1) consist of the set of Euler equations
(£.2)  p(an!)'ep(u)x, = D(BLT) g, - (1/2)D(87")" (b,-20,8-2%)

fort =0, 1, 2, +++ and a set of transversality condition; which require that
the optimal path f&r x; or, alternatively, x}f = (k1t,at,k2t)' satiafy
E:ﬁO{th:'ze} < =, where G is a positive~definite matrix obtained by suitably
partitioning (D(L)xt]'Q1(D(L)xt].

Simplifying the terms on the right side of (A.2) yields

(4.3 (g1 aD(L)xy = Aghy * Ajdgeq * eer F AL L+ h

' +
JUErd
for ¢ = 0, 1, 2, +..» In this expression, A, for k = 0, +.., J and h are
obtained from D(BL"1)'q*kt and the last term in‘(A.Q), uging the definition of
D(L). The elements of A for k = 0, ..., J are defined as a;, for i =1, 2,
3. D(ﬂz“1)'Q1D(z) can be factored as C(pz~')'C(z), where C(z) is a J'P-order
matrix polynomial in nonnegative powers of z. This factorization insures that
the roots of det C(z) = O are greater than 31/2 in modulug and the roots of

det C(gz~1)' = O are less than 3"1/2.

To determine the numbsr of nongzero
roots of det C(z) = 0, notice that Q1 ig a positive-definite symmeiric matrix

by construction and may be decomposed as Qp = PP'. More precisely,
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D(Bz’1)'Q1D(z) = p(ga"1)'PP'D(5) = ¢(pz=1)"6(2z). Hence, the number of nonzero
roots of det CG(z) = O are found from the number of nonzero roots of the prin-
cipal minors of P'D(z). 1I% ie tedious but straightforward %o show that the
prinoipal minors of P'D(z) have J + 1 nonzero roots with the remaining root at
z = 0. In this case, det C(z) = O also has J + 1 nonzero roots.

The solution to the set of difference equations in (A.3) is obtained
by =olving the stable roots backward and the unstable roots forward. PFor this
purpose, the feedback polynomial C(L) is obtained by means of a numerical
factorization routime. fThen [C(gL~1)']"! is evaluated by using the identity
[c(pz=1)' 1" = aaj o(pz"")"/det ¢(pz~")". Since the roots of det C(pa~")' = 0

1/2

equal the inverme of B times the roots of det C(z) = 0, the zero root of

det C(z) = O corresponds to & root at infinity of det ¢(gz"1)' = 0. When this

occurs, the matrix partial fractions decomposition of [0(35'1)']‘1 ig defined

3
=
|

by

(a.8)  To(e™)' T = aaj o(ga"")"faot o(gs™):
J+ ; [ . 1
- 321'(1/53)Nj/ 1-(1/z 08271 + ¥y

J+1 ‘ qj

= Lty e ) Ny

In this expression, Nj,, corresponds to the zero root of det C(z) = O and
uj = 551 for j =1, +ee, 3 - 1. (See Rerlove, Grether, and Carvalho [1979, p.
369].) If the service technology for leisure is defined by (2.5) or, alter-
natively, n = O in the distributed lag polynomial (2.2), then det G(z) = O
will have only J nonzero roots and the formula in (A.4) is modified accord-
ingly. In any case, the matrices Nj for =1, +euy J + 2 are found according
to the recursive formulas in Hangen and Sargent [1981].
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These results can be used to express (A.3) as

J+1 o . ol :
(A.5) o(L)x, = 321(ujﬂj)[i§o(ujs)lh * Aoizo(ujs)llt+i Yo

o \ J
+ AT (Y Ao ] =N, Y AN, - K- _h.
7,88 Mg d = Npg LM = Fpeo
(A.6) ie obtained from (A.5) by replacing Ay,q for i » O with its forecast
conditional on the appropriate information set. For the capital sgtock deci-
gions, the relevant information set is Q¢ = {A4At_qs--+}, while for the

labor/leisure allocation, it is Qg = {dg_qsrpapseee}le Then

J+1 uij [ dJd
(4.6) C(L)x, = [ § v« N _J[h+2})4]
LU ETI Rt Lo
r AR e
8t ) & angt ) &8
017 £, ki 017, &, %kt
J+1  p.N,
sy 0 ~ ¥ 0 A
L T, J+2 1%
= 1P
|_a03+a13 | l“ao3+z':t.13 |
Ny
f‘ t pa
o | -l
J+1 u. N,
sl ) I | g 4 - N ata,, | b A
sby Tongp | Fo22 J+2 | %02™%2 14-1.
0 0
L L - L <)

Letting I denmote the 3 x 3 identity matrix and applying {(1-L)I to both sides

of (A.6) yields
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- | - —~ -
J J
8o+ ) 8y 301* L 2y
k=1 k=1
{ JH ujHj M
(A7) (1-L)Ic(L)x, = 321 i3 0 - N 0 €y
t _303+a13 ] La03+a13 1]
I+ u.Nj 0 0
¥ 321 T-u,f | %02™™2] ” Nps2 [802*212 | p B
0 0

(1-L)Ixt = c(L)"1(BO+B1L)e:t = c(L)“1B(L)gt.

Given '(A.7), the equilibrium laws of motion for the remaining quantity vari-
ables are derived by linearizing the CES production funection for output around

the deterministic equilibrium values of ny, kyy, Xpy, and Ay = A as
Qg = ay(kqyky) + ap(ny-n) + aslipyky) + a,(3,~%)
= aplyg +ospng + agkop +oaghy * Qs

Define the matrix polynomial G = (0,0,0,a4)', the vector yy = (iqgsly,ing

Qt)', and apply the transformation

" g(L) 0 0 y
0 1~k 0
B(L) =
0 0 1-(1—62)L
a, 1’ a, (1-nL) a L
| 24 2 3]

to both sides of (A.7). This yields (1-L)Iy, = [E(L)C(L)_1B(L)+G]et.



Appendix B

The Approximate Likelihood Function

To derive the approximate likelihood function, let g = (51,...,gT)'
denote a 4T wvector containing a sample of observations on {the stationary
stochastic process {E}i o for t = 1, ..., T and define T(6) = E(g £') to be
the variance-covariance matrix of { as a function of some parameter vector

8. Then the log-likelihood function for g can be expressed as
1 1 1
(B.1)  Lg(8) = - 5 (T+47) log 2x - 5 log [det 1(8)] - 5 £'T(6)-

From the results derived by Hannan [1970, p. 378] and recently suggested by
Hangen and Sargent [1981], the frequency domain approximation %o LT(e), de-
noted L%'(a), is given by

iR

(B.2) i#(e) = - 5 L (1+47) 1og 2n - 1 ¥ 1log [det 8 (05 :0)]
,J =0
1 T
- 21 trace [S (m 18)” I(m IR
i= |

Here wy = 2xj/® for j = 1, ++ey, T = 1 are the harmonic frequencies, I(m.) for

T
t=1"

and § (m :8) is the spectral density matrix of the {Et} 4= PTOCESS at fre-

j=1, ERLY T -1 is the perlodogram for the sample of ohbservations {gt}

quency wy obtained by evaluating the covariance generating funciion of
iws
{gt}:;o at 5 = e J. The periodogram summarizes the covariance properties of

the sample of observations in the approximate likelihood function. TIts ordi-

nate at frequency ws

3 is defined by

T 1w, i .
(B.3) T{w.) =1§[§1Ete J][I £e 4,
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The apectral density matrix represents fthe restriciions of the
underlying economic model for the covariances of the {gt}'::o process at each
frequency. If Ey evolves according to (3.1), the spectral density metrix

. s defined by

Sg(wj;e) at frequency w,

(3:4) 8, (0;30) = [0, H(n )% + V]
= 57102 180,000, T B(s) + €]
x [20,)0(u) "B, + 6]* + V).
If the correct model for g; is t3.2), then Sg(wj;e) is defined by
(B.5) 5 (058 = 5{ls,)uy)* + T

In equations (B.4) and (B.5), an asterisk (¥*) denotes both conjugation and
transposition, V = E(vtv%), and V = E(Ftﬂ;)- Also, H(mj), E(mj), C(mj),
B(mj), and "ﬁ(mj) are the Fourier transforms of H(L), BE(L), ¢(L), B(L), and
(L), respectively. .

Subject to some regularity cbpdi{-ions, the results in Hannan [1970]
can be used to show that the estimates obteined by maximiging (B.3) with
respect to the vector of parameters 6 are strongly consistent, asymptotically
normal, and efficient and that the Wald and likelihood ratio test statistics
have the usual distributions. Furthermore, these results hold even if the
underlying distribution gemerating the observations is not normal.

To find the valus of the approximate likelihoed funetion for a glven
vector of parameters o, I(mj) and Sg(mj3e) miat he computed for J = 1, .4,
T - 1, Since the periodogram does not depend on 8, it is computed anly once
and that value is used at every subsequent evaluation of the likelihood func-

tion. Calculating the value of Sg("’j;e) under repregsentation (B.5) is also
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simple and requires finding the Fourier tramsform of H(L) for each set of
parameters 0 = 9. Deotermining the value of Sg(“’j;ﬂ) when it is defined 1y
equation (B.5) requires more work. This is because the mapping from the
voctor of parameters § to H(L) is not explicit. The expressions in Appendix A
for the deterministic equilibrium values, the linear and quadratic coeffi-
cients b and Q, and the lag polynomial D(L) yield all the terms in the approx-
imate sgocial planner's prodblem in terms of the given set of parameter values
0. However, the feedback polynomial C(L) is obtained by a numerical factor-
ization routine while the inverse of the feed-forward polynomial ¢ BL"1) is
evaluated numerically using a recursive procedure. Once (L) and ¢(gr~1)-1
are determined, however, explicit formulas for E(L), @, and the matrices A

for k = 0, v.s, J yield the value of H(L) at 4.




Appendix C

The Impulse Response Functions

This appendix describes the representations used to caleculate the
impulse responses of Table 5. The representation used %o derive the results

from model (3.1) is
(€1) vy, -y, = [BRC@ 8(1) + cle,.

The lag polynomials B(L), C(L), and B(L) =nd the constant matrix G in this
equation are evaluated at the parameter values 8 = 0.9909, 8 = 0.02, 6y =
0.0%, vy =1, n=20, b= 0.5342, ¢ = 0.9788, v = 1.0377, o = 0.0254, ¢y =
0.146, ¢, = 0.257, ¢5 = 0.3034; ¢4 = 0.3134, and X = 2.085. Their implied

values are given by

T 3154 ~ J003T16L ~ .0639L° - .08618L° - .143151% 0 0o
0 1 0
E(L) = : '
0 0  1-.97L
| 030551 0396 2.831 |

¢ = (0,0,0,.3230)"
= + + 2 4 ,3 e 4 s | =
0(L) = Cp + C4L + OoL + CGxl” + C,L* with Cy = I

=~ 016101 0 .1"{3210-| F-.02{701 0 0-
Cy = |~.003609 0  ~.283230 ¢, = | -.021989 0 0
| --002440 0 -036925 | | --00107%6 0 0
-.002t12 0 0 [ 0s09 0 o]
G5 = | -.014881 0 0 Cy= |-+028200 0 O
i + 040640 0 0] I 022683 0 0
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B(L) = By + B{L with B, = (0.18081, 0.02346, 0.01617)" and B, = (0,0,0)'. The
(inverse) roots of det C(s) = O are = 0.57525, p = -0.567394, My =
(0.0064822, ~0,58972), and uy = (0.0064822, 0.58972). Similarly, the roots of
g(z) = 0 are N = 1.0204, N = -1.2965, Xy = (-0.1629, 1.276), and a4 =
(-0.1629, -1.276).

The impulse responses from model (3.2) are computed from the ele-
ments (1—-5i11:—§i2142)"1 for 1 = 1, «+s, 4 of the lag polynomial H(L). Accord-

ing to the estiimates in Table 4, the implied estimates of the antoregressive

coefficients are a,, = 1.357, 521 = 1.04, 531 = 1.013, 541 = 0.865, 512 =

#32 | 42
autoregressive roota are By = 1.%3191, g3q = 1.2189, Tgq = 1.49%4, Bio =

0.0423, &,, =0.094, = 0.067, and &,, = 0.93, while the estimates of the
(1.1454, -1.11T1), 7y, = 11.285, 85y = 20.2507, and z4y = -9.5227.

The impulse response functions can be obtained from the representa-
tion in (3.2) only under the agsumption {that E¢ is generated from the levels
of some unobservable series y, as E = }t - §t-1 + ;t = E(L)Z:t + %’c' In this
case, the unobservable levels under both (3.1) and (3.2) are determined sub-
Ject to initisl valués for Vi (which depends on the initial condition for 7‘11;)
and for it. With Mg mmlized ag zero, the initial values of the elements
of ¥y are identical to their deterministic equilibrium wvalues. But model
(3.2) does mnot have sufficient information to determine the initial value
of i'rt. Without such information, I assume that both y, and EO are squal to

the zero vector and calculate the response of each variable to a unii impulse,

beginning from the arbitrarily determined level of gzero.
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