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Introduction

This paper explores some of the implications for econometric
practice of a single principle from ecomomic theory. This principle
is that people's observed behavior will change when their comstraints
change. In dynamic contexts, a proper definition of people's com=~
straints includes among them laws of motion that describe the evolution
of the taxes they must pay and the prices of the goods that they buy
and sell. Changes in agents' perceptions of these laws of motion (or
cénstraints) will in general produce changes in the schedules that
describe the choices they make as a function of the information that
they possess. Until very recently, received dynamic econometric
practice ignored this principle, and routinely deduced policy con-
clusions by assuming that people's rules of choice would not vary,
for example, with the govermment's choices of laws of motioms for
variables such as tax rates, government purchases and so on. These
variables are supposed to have their effects pPrecisely because they
influence the constraints of some private agents.

The practice of dynamic econometrics should‘be changed so that
it is consistent with the principle that people's rules of choice are
influenced by their constraints. This is a substantial undertaking,
and involves major adjustments in the ways that we formulate, estimate,
and simulate econometric models. Foremost, we need a stricter defini-
tion of the class of parameters that can be regarded as "structural®.
The body of doctrine associated with the "simultaneous equations' model
in econometrics properly directs the attention of the researcher beyond
reduced form parameters to the parameters of "structural equations" which

presumably describe those aspects of the behavior of people that prevail
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across a range of hypothetical environments. ‘Estimates of the

parameters of structural equations are needed in order to analyze

an interesting class of policy intervemntions. Most often, however,
included in a prominent way among the "structural equations" have

been equations describing the rules of choice for private agents. Con-
sumption functions, investment schedules, demand functions for assets,

and agricultural supply functions are all examples of such rules of choice.
In dynamic settings, regarding the parameters of these rules of choice as
structural or invariant under interventions violates our simple principle
from economic theory.

This paper describes methods for interpreting economic time series.
in a manner consistent with the principle that people's constraints
influence their behavior. For the most part, I shall restrict things
so that the dynamic economic theory is of the equilibrium variety,
with optimizing agents and cleared markets. However, many of the
principles described here will pertain to other types of dynamic economic
theories, such as "disequilibrium" models with optimizing agents. The
line of work I shall describe has diverse antecedents, of which major
ones are contributions of Muth [46, 47], Lucas [33, 34], Lucas and
Prescott [37], Nerlove [50], and Graves and Telser [171.—&J The works
of Granger [16] and Sims [57] have provided key technical econometric
foundations.

The basic idea is to interpret a2 collection of economic time
series as resulting from the choices of private agents interacting
in markets assumed to be organized along well specified lines. The
private agents are assumed to face nontrivial dynamic and stochastic
optimization problems. This is an attractive assumption because
the solutions of such problems are known to imply that the chosen
variables (e.g. stocks of factors of production or fimancial assets)

can exhibit serial correlation and cross—serial correlation. Since



3=

time series of economic data usually have the properties of high
own-serial correlation and various patterms of cross—-serial correlation,
it seems that there is potential for specifying dynamic preferences,
technologies, constraints and rules of the market game that roughly
reproduce the serial correlation and cross-correlation patterns in

a given collection of time series measuring market outcomes. If

this can be done in such a fashion that the free parameters of
preferences, technologies, and constraints are identifiable
econometrically, it is then possible to interpret the collection

of time series as the outcome of a well specified dynamic, stochastic
equilibrium model. This paper is intended as a montechmical summary
of soﬁe of the econometric and theoretical issues involved in
interpreting data in this way.

But why should anybody want to interpret time series data as
representing the results of interactiomns of private agents' opti-
mizing choices? The answer is not that this way of modeling is
aesthetically pleasing, although it is, nor that modeling in this
way guarantees an amalysis that implies no role for govermment
intervention, which it doesn't. The reason for interpreting time
series in this way is practical: it potentially offers the analyst
the ability to predict how agents' behavior and the random behavior
of market-determined variables will each change when there are
policy interventions or other changes in the environment that alter
some of the agents' dynamic comstraints. There is a general
presumption that private agents' behavior and the random behavior
of market outcomes both will change whenever agents' constraints
change, as when policy interventions or other changes in the environ-
ment occur. The most that can be hoped for is that the parameters

of agents' preferences and technologies will not change in the
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face of such changes in the enviromment. If the dynamic econometric
model is formulated explictly in terms of the parameters of preferences,
technologies and comstraints, it will in principle be possible for

the analyst to predict the effects on observed behavior of changes

in the stochastic enviromment.

Past dynamic econometric studies should usually be regarded
as having been directed at providing ways of summarizing the observed
behavior of interrelated variables, without attempting to infer the
objectives, opportunities, and constraints of the agents whose
decisions determine those variables. Most existing studies can be
viewed, at best, as having estimated parameters of agents' decision
Egéég for setting chosen variables as functions of the information
they possess. Most of the better studies of consumption, investment,
asset demand, and agricultural supply functions must be inter-
preted as having estimated such decision rules. Dynamic economic
theory implies that these decision rules cannot be expected to
remain iavariant in the face of policy interventions that take the
form of changes in some of the constraints facing agents. This
means that there is a theoretical presumption that historical econo-
metric estimates of such decision rules will provide poor predictions
about behavior in a hypothetically new enviromment. This was Robtert
E. Lucas's [34] critique of econometric policy evaluation procedgres
az tiey existed in 1673.

Some readers of Lucas [34] have interpreted the message as a call

to evaluate policieg by using existing econometric models differentlyag—/
However, one implication of Lucas's argument, and of dynamic economic
theory generally, is that the‘formulation, identification, and estimation
of the models much each be approached in substantially new and different

ways. DMost existing models simply cannot be saved by simulating them a

3/

little more shrewdly.™
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Formulating and estimating "rational expectations’” models and
dynamic equilibrium models of economic time series involves a variety
of important conceptual and econometric issues, some of which I try to

summarize in this paper. Among the issues to be treated are the following:

(1) Identification criteria. Prior identifying information
of the Cowles commission variety, i.e., mainly exclusion restrictions,
Play a much smaller role in dynamic equilibrium models. Nonlinear
cross-equation restrictions implied by dynamic theory are used
extensively. This shift involves impcrtant modifications of past
ways of thinking about identification and estimation.

(ii) Models of error terms. The dynamic equilibrium modeling

strategy virtually forces the researcher to think about the sources
and interpretations of the error terms in the stochastic equations
that he fits. The explicitly stochastic nature of the theorizing
makes it difficult to "tack on" error terms after the theorizing

is done, a usual procedure in the past.

(111) The role of Granger-causality. Granger causality turns

out to be a éritical concept in the formulation of dynamic economic
models, as it is coincident with the condition for the appearance

as an information variable im an agent's decision rule of a variable
not otherwise in the agent's criterion function or constraints.

cruvide

&

(iv) Bayesian analysis: Bayesian econometric teci.niques

a means of mixing prior theoretical information about parameters with
information from the data. Such procedures are widely used by applied
time series econometricians, although often no formal Bayesian Justi-
fication is given.' Dynamic economic theory provides no justification
for one widely imposed class of prior restrictions which can be viewed

as restrictions directly on decision rules. Instead, dynamic economic

theory suggests that prior information about agents' criterion functions
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and constraints is what should be used in estimation. This feature of
dynamic economic theory has implications for the proper implementation
both of formal Bayesian procedures and of less formal procedures for
constraining parameter estimates.

I shall organize my discussion around a pair of examples. In
section 1, I describe a linear-quadratic version of Lucas and Prescott's
model of investment under uncertainty. I shall use this example for
discussing the econometric implications of dymamic equilibrium models.

In section 2, I describe a very simple model of interrelated corn and

hog markets. Though it is overly simple, this model illustrates how

many of the points addressed in section 1 generalize, and also illustrates
what I believe to be some essential principles that would be involved in
building a useful econometric model of the "corn-hog eyecle”. In the
Lucas-Prescott example, state variables which help the firm predict the
future prices of inputs appear in the representative firm's decision

rule. However, the laws of motion of these input prices are taken as
given from outside the model. 1In actuality, the prices of these inputs
are usually thought to be determined by trades in “another" market, one
source of demand for which stems from the industry being modeled by Lucas
and Prescott. What modifications to the analysis occur if this "other"
market is modeled explicitly? The corn~hog example is designed to study
this question. The corn-hog model goes beyond the Lucas-Prescott example
by permitting the output of one industry, corn, to be an input into the
production of the other industry, hogs. Since hog producers have an
incentive to forecast future corn prices, it follows that "state variables"
that appear in the laws of motion for the total output and price of corn
appear in the decision rule of the representative hog producer. Also,

because the corn producer has an incentive to forecast the price of corn,
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which depends partly on the demand for corm frem hog producers, the
"state variables” that appear in the laws of motion for the total hog
output and the price of hogs appear in the optimal decision rule of the
representative corm producer. Hence, each industry inherits the state
variables of the other. Further, the equilibria in the two industries
are inextricably interrelated. The corn~hog example illustrates an
important general phenomemon: that rational expectations equilibria of
industries that are related only because they trade with one another
technically become equivalent to the solution of "interrelated factor
demand" problems in which quantities and prices for different goods
interact pervasively.

'I have adopted linear-quadratic setups because they simplify both
the theoretical and econometric discussions, while illustrating many
of the salient methodological implications of dynamic decision theory.
Linear-quadratic optimum problems deliver difference equations that are
linear in the variables, and so match up nicely with much existing
dynamic econometric theory. The reader familiar with Lucas and Prescott
[37] will recognize how the corn~hog model of section 2 can be generalized
to incorporate more general specifications for the technologies, preferences,
and constraints. That increased generality would make the econometric
implications harder to extract than with the present setup, without

altering the basic message.éj
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1. Investment Under Uncertainty

This section describes a linear-quadratic version of Lucas
and Prescott's model of investment, and uses it as a vehicle for
expositing a variety of conceptual and econometric issues. The
model describes the mutual determination over time of the capital
stock, output, and market price of a single industry. The model
can be generalized to handle multiple factors of productiom, at the
cost of what are really only technical complications. In section 2,
I indicate how the model can be extended to analyze two or more
interdependent industries, such as the "hog and corn" industries.
Finally, I mention that it is straightforward to modify the model
to incorporate much richer dynamics by generalizing the nature of
the adjustment costs.

I define the following variables:

<
et
"

output of tbe representative firm

n = number of firms in the industry, assumed constant over time

Y = ny, = total output of industry

P_ = price of output

Dlt = a (pl x 1) vector of random variables appearing in the industry

demand schedule, > 1

Pl._
D,., =a (p - pl) X 1 vector of random variables which help predict future

values of the collection of variables Dies P2 Py

Dlt

D, =[]
t D2t

w,_ = rental rate on capital

W, =a (q x1) vector whose first element is w

3 the remaining

elements of W, are variables that help predict future wt's.



u, = a random shock to demand
€ = a random shock in the production function
k_ = stock of capital of the representative firm

K= nkt = total capital stock in industry

The subscript t indexes the date to which the variable corresponds.

I further define the following polynomials in the lag operator

L: -
ool
§ W)=1~- I § .L°, where &8 . is a scalar
u j=l uj uj
)
GD(L) =1 - I GD'L;’ where 6D. isa p xp matrix and I_ dis the
j=1 J Xl . . P
pXp didentity matrix.
T
Y ]
QW(L) = Iq - j:léij , Where ij is a (@ x q) matrix and Iq is the
(gqxgq) identity matrix.
T
£ . 5/
§ (LY =1- % 8.1, where 6§, is a scalar.>
€ j=1 & €j

The industry comsists of n identical competitive firms, each
of which uses a single factor of production, capital, to produce a

single output. Output of the representative firm Ve is governed by

-

. -1
(1.1) V. = fkt +n € 5 £>0

where kt is the representative firm's stock of capital at t, and
€ is a random error in the technology. The firm knows {et, et—l""}’
but does not know with certainty future values of the shock €.e The

error e, is known to follow the re-th order Markov process

1.2) §_(L)e, = v§
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&

where Vg is a "fundamental" white noise error term for €y
The firm is assumed to know SE(L) and E(Vi)2 with certainty.

1/

The demand curve for output is given by —~
(1.3) , Pt = AO--AlYt + AZDlt + u, Ao,Al >0

where Dlt is a (pl x 1) vector of "demand shifters", A2 is

a (1 x pl) vector of constants, and u,_ is a random shock to the

t
demand curve. The random term u, obeys the ruth order Markov
process
(1.4) §,(Lu, = v:

where V: is a fundamental white noise for u, . The (pl x 1)

vector of demand shifters D consists of the first p, TowWs of

th

it

the p x1 vector Dt’ which follows the ;D order vector

autoregressive process

(1.5) &,(L)D, = v

t

where Vz is a (p x 1) wvector white noise that is fundamental

for the process Dt' The representative firm is assumed to know
u

Su(L), 6D(L), Ao, Al’ A2, and the second moments of Vt and Yf

with certainty.

At time t, total output is given by

(1.6) Yt =ny = K, + €y

The representative firm's problem is to choose a contingency plan

for kt+j to maximize the criterion



-1i-

d 2
-wtkt -3 (k kt) }

o t
a.7) E, L8P 1

7.
£=0 tt

subject to ko given. In (7), Et is the mathematical expectation
operator, conditional on information known to the firm at time t.

This information set will shortly be specified preciselﬁ. In (7), d

is a positive constant. The term '%-(k - kt)2 is intended to

-+l
represent the notion that there are costs internal to firm of adjusting

the capital stock, and that these rise at an increasing rate with the
absolute value of the change in capital. We assume that the rental
on capital w_ is the first element of the (q x 1) vector random

t
th
process Wt that obeys the =

W order vector autoregression

4
(1.8) QW(L)W£ = Vt

where V: is a (g x 1) vector white noise that is fundamental for

Wt' The firm is supposed to know QW(L) and the second moment matrix

W

of Vt with certainty.

At time t, the firm chooses Lk

g1 ° given the information
[

that it has available at t . However, the maximization problem
(7) 4is not yet well posed, since we have not completely spelled
out the dynamic constraints with respect to which the maximization
is supposed to occur. To complete the problem (7), we begin by

. R -1
substituting (£ kt +n et) for Yo and [AO-AlfKt-Alet+A2Dlt+ut]

for Pt to get

® .t 1
1.9) E, LB {[Ao-AlfK

Z -Are, + A0 fu 1[E k 4n

271t % €]

t

d 2
=Wk m kg - KOTH
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In order that the problem of maximizing (9) with respect to a

contingency plan for .} be well posed, it is necessary to

{k, +5

attribute to the firm precise views about the laws of motion of the
random variables that it canmnot control, but whose values influence
the best choice of its own stocks of etapital. TFor problem (9), these
"uncontrollable" variables about which the representative firm

cares are K., D and w_. The firm cares about the present

1t® Yt t

and future behavior of the variables (Kt, D. ., ut) because they

1t
influence the present and future behavior of the market price through

the demand relatiomship Pt = AO 1 901 ¢

about the evolution of the rental procesé Ve because it influences

its costs. We have already completely described our assumptions about

- A fKt + A.D + ut. The firm cares

the firm's views of the laws of motion of D._, u_ and v, namely,

it t

that the firm knows the Markov laws (&), (5), and (8) that govern
them, and at time t knows Dt’ Dt—l""’ut’ U _qreces and Wi,
wt—l""” To complete the specification requires that we specify
the firm's views about the evolution of the aggregate capital stock

Kt' We assume that the representative f£irm believes that the aggregate

capital stock evolves according to the law

(1.10) Kt+l = HO + HW(L)Wi + H‘D(L)Dt + Hs(L)et

+ Hu(L)ut + Hth

where H. and H1 are scalars and

0
r -1
ol 3
HW(L) = j'—fo ijL s, Wwhere ij is (1 x q)
rD-l

B @) = I H.Dij, where Ey, s (1 xp)
j=0
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r -1
€ .
H )= T H .LJ, where H is a scalar
3 €j
j=0
r -1
u .
E@L) = I §® LJ, where H . is a scalar.
u 3=0 uj uj

The representative firm is assumed to know all of the parameters
of the linear law of motion (10) with certainty. The reason that
we have chosen the form (10) as the firm's perceived law of motion
for K will shortly become apparent.

With these specifications, the maximization of (9) is now well

posed. Summarizing the setup, we have that the representative firm

maximizes
(1.9) Eo tgo Bt{[AO-AlfKt-Alet+A2Dlt+ ut][f kt-i-n_lst]
= ek -'%<kt+ - kt)z}
subject to the laws of moéiongj
(1.10) R4y = Hy + B (L)W, + E (L)D, + H_(L) €
+ Hu(L)ut + Hth
(1.8) 5 (LW, = v:_’
(1.4) §,(Lyu, =V,
1.5) 6, (D, = V.
(1.2) s (L), = Ve
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and subject to the information set at time t,=

{Kt’ kt, Wt, Wt-l’...’wt-rw’*‘l’ Dt, Dt-l,'."nt-rn"'l’

}.

oo u
€po st—l”"’et—re-i-l’ b A 5 LR t-r -+l

Tie firu maximizes (9) taking the laws of motion (8), (4), (5), (2) and

(10) as given and beyond its control. The firm is assumed to behave

competitively and to act as if it has no control over the aggregate capital

stock K. This is a reasonable assumption if n is large. The firm is

assumed to know the &'s and H's with certainty, and to know the first
10/

and second moments of the Vt's.-- We further restrict the problem so

that the solution is a linear contingency plan.éé! For this to be true, it

is sufficient that the least squares predictors of future W, D, €, and u's

be linear in the conditioning variables. This will be true if Vs, ' Vg,

t’ t?
and V: obey normal probability laws. Alternatively, the analyst can

simply assume that the industry is operating under optimal linear rules.
o either case, the golution of the renresentative firm's problen g

12/

lincar contingency plan of the form <=

-

(1) kt+l = ho + hw(L)Wt +.hD(L)Dt + he(L)et

+ hu(L)ut + tht + h2kt

where hO’ h,, and hz are scalars, and

r ~1

W
hw(L) = jio hijj, where hwj is (1 x q)

rD—l

hy (L) = zo hDij’ where hDj is (1 x p)
j::

’ re-l

b (L) = 350 hej

Lj, where hE is a scaler

3

r -1
u
h (L= Z h .Lj, where h . is a scalar..
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The h's of (11) are in general functions both of the parameters in the
criterion function (9), the parameters of Qw, Gu, SD’ and 68 appear-
ing in (8), (4), (5), and (2), and the H's of the perceived law of
motion for capital (10). The mapping giving the h's as functions of
these other parameters is defined implicitly by standard formulas in
linear optimal control theory, as exposited for example by Bertsekas

[ 3] and Kwakermaak and Sivan [29]. For present purposes, it is enough
to note the existence of this mapping without exploring its nature in
detail. The economic content of the mapping from the §&'s, H's and
objective function parameters to the h parameters of the firm's
decision rule is easy to understand, since it captures the notion that
the firm's rule of choice depends both on its objective and its per-

ceived comstraints (10), (8), (4), (5) and (2).

Multiplying beth sides of the firm's decision rule (11) by =n

and using Kt = nkt gives

(1.12) K.,q = by + mh (L)W, + nh (L)D_ + nh (L)€,

t+l 0

+ nhu(L)ut + (nh1 <+ hZ)Kt'

s

zuation (12) is the actual law of motion for aggregate capital thacv
results from the behavior of the representative firm. The representative
firm's optimization problem in effect induces a'mapping from the firm's
perceived law of motion for aggregate capital (10) to the actual law of
motion (12). For each possible particular perceiﬁed law of motion of

the form (10), there is an implied actual law of motion for aggregate
capital of the form (12). The notion of rationzl expectations is that
the representative firm's perceptions of (10) are correct. In effect,

a rational expectations equilibrium is a fixed point of the mapping that
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the representative firm's optimization problem induces from (10) to

(12)., Formally, we define a rational expectations equilibrium as a

perceived law of motion (10) and an implied actual law of motion (12)
which are identically equal. In a rational expectations equilibrium,
firms' perceptions about the law of motion for aggregate capital turn
out to be confirmed by the aggregate of the choices made by firms.
Upon comparing (10) with (12) it is evident that necessary and sufficient
conditions for a rational expectations equilibrium are

Ho = nhg

HW(L) = nhw(L)

HD(L) nhD(L)

He(L) nhE(L)

]

Hu(L) = nhu(L)

B = (ah, + hz)

Implicit in the above definition of a rational expectations equilibrium
are the following elements: (a) market clearing, (b) optimization of the
firm's expected present value, and (c) correct perceptions on the part of
firms of the laws of motion of variables affecting their present value
but beyond their control.

We begin our znalysis of the model by briefly describing aspects
of the optimization problem solved by the firm. Among the first-
order necessary conditions for the maximization of (9) is the following

system of stochastic “Euler equations", which are derived by



differentiating (9) with respect to kt for t=1,2,...3

(1.13) Bl gy - d(+Bk, + dk ) = B,

-{E[AO-AlfKt - Alet + AZDlt +-ut]

or

e _ =tw -Lp

1 -
kpyy = G+ DR +Tk ;=3 "3 8

t+l
In addition to the system of Euler equations, a transversality condition
is among the first order necessary conditions. The transversality condition
can be derived by methods described in Sargent [54]. The trans~
versality condition for the present problem in effect requires that

the solution possess the property lim E B j t+j = 0. .
Joe

Using the lag operator, the preceding Euler equation can be

13/

rewritten as -

L 1,2 =+, _£
a (B + 1)L + 2 L )kt+l W, = 5P,
Using the factorization
a- (—-+1)L+1L)= (l-—L)(l—L),

the above Euler equation can be written as

=1 £
1 - L) (1~-L) k +1 "3 Y% T3 Pt .

Noting that (1 --% L) = —B-lL(l-BL—l) and operating on both sides

of the above equation with [-é-lL(l-sL-l)]-l gives the solution 14/
-1,.-1 -1_-1
ALk, =SBy + 88 L_p

1-gt™t t g7t

or equivalently
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o a1 i -1
(1.14) =Lk ?=d "B 2 BV, gy THAT T Bipt-l-i-!-l
i=0 i=0
It can be verified that (14) satisfies both the Euler equations and
the transversality condition. Equation (14) would give the appropriate
rule for setting kt+1 if the firm had perfect foresight about the

entire future paths of the rental w

v and the output price Pt. When

the firm does not have perfect foresight, the correct decision rule
can be derived by replacing the future values on the right side of
(14) with the corresponding mathematical expectations conditiomal on

15
information the firm does have. This leads to the decision rule =/

-]
.-l el
o + B I BlEPt+i+1|9t

-1 % 4
(1.15) (A-L)k, ,.=-d "8I EEw
1 i 40

0 t+i+l|

Here Qt is defined as the information set Qt = {Wk, We_qoeees
u, U, _qgseeesDys Dt—l""’ Ees st—l”"’Kt}' The conditional mathematical
éxpectations are assumed to be computed using the laws of motion (10),

8), (4, (3), and () for X, W, u, D, and &, respectively,

as well as the demand relationship Pt = AO - Al(fKt + et) + A2D1£+ut’
which is used to deduce the law of motion for Pt. Once these conditional
mathematical expectations are explicitly calculated in terms of the
parameters of (10), (8), (4), (5), (2), and the demand curve (3), they

can be substituted into equation (15) to deduce the optimum decision

rule (11) for the representative firm. The decision rule (11) is linear
in all of the "information variables" that appear on the right side.
However, as the above method of calculating the parameters h of the
decision rule (11) suggests, the parameters h are themselves compli~-

cated nonlinear functions of the underlying parameters of the model:

the paraﬁeters Ao, Al, AZ of the demand curve, the parameters f and d



of the technology; and the parameters au(L), SE(L), SW(L), and
GD(L) of the laws of motion of the random processes given from

1¢

outside the model.~~ The h's are also nonlinear functions of the
H's of the law of motion of aggregate capital (10), which are not
given from ocutside but are to be determined from the amalysis.
The nature of these nonlinearities has been characterized by Hansen
and Sargent (23], and will be alluded to further below.
Equation (15), which was derived by purely formal manipulatioms,
has the virtue of indicating clearly that the firm has an incentive
to forecast future realizations of the rental w and the output price
P . As a result, any state variables that the firm sees at t, and
that help predict either future P's or future w's, will appear
in the firm's decision rule for kt+1’, given by equation (1l1). That
the h's of (11) are nonlinear functions of the parameters
{a., A, Ays £, 4, 8, Gu,_Ge, Gw’ GD’ Hn, He, H., Ey» HO and Hl}’
stems from the nonlinear_way in which the conditional mathematical
expectations of future w's and P's are functions of these parameters.
In practice, to compute a rational expectations equilibrium it is
not necessary ever to calculate the right side of (15). Indeed, it is
never necessary explicitly to calculate the h's that determine the
decision rule (11) of the representative firm. Instead, the H's of the
equilibrium law of motion for the industry can be calculated directly as

17/

follows.~~ First, multiply both sides of equation (13) by n, then use

Kt = nkt, and collect all terms in K on the left side to get

(1.16) BdK

2

t

- Sano + Alefnst - BanZDlt - anut
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It is of some interest that (16) is itself the Euler equation for

the "social planning" problem of maximizing 18

s . o1, 2
(1.17) E. B8 [{Ao(fl\t + et) -3 Al(fKt + et) + [fKt + et]Alet

0 t=0
+ [fKt + et]ut} - wth --% n.ld(Kt+ - Kt)zl
subject to the laws of motion (8), (4), (5), and (2) for Voo Uos
Dlt’ and et,igy and subject to KO given. :

The term in braces is the area under the demand curve, since

T

é [AO - Alx + AZDlt + ut]dx

=AY - Y2+YAD + Y u
0t ZAlt t 271t te °

Thus (17) is the discounted area under the demand curve minus the total
costs of production. Dividing each side of (16) by £, the Euler

equation can be written

2
£f“n
1,4 1
Kt+l - [1+ 8 -+ q ] Kt + B Kt-l
nfa fn
o, _Zh A
(1.18) =aY%t " T ta &
-1 fn

It can easily be proved that there exists a A such that

[1-(+g8ts Alfznd’l)x. + e = @ -0 ) @-an)

20 - - -
where |A] < 1/VB . = tstng -am -2 h = a - aplw,

we have that the Euler equation (18) can be written as



-2i=

, -1 -1 0 n
-(Af LA ~ AgL Y -2 L)Kt-i-l 3 +d W,
fn
Al fa £n
R Y G e T B

A solution of the Euler equation that also satisfies the tramsversality

condition for the social planning problem is

+ AmfA -1
0 -1 niA8 L
(1.19) 1- WK ., = @-p -2 g
_ A L e £n)@ frl. ADy
d 1-A BL i-) BL
. T e i
-1 Y%
1-A8

Recall, for example, that (1 - ABL-l)-lwt = j-zo (As)jwﬁ_j. Then it can
be recognized that equation (19) is the perfect foresight solution
of the planning problem that the rational expectations competitive
equilibrium implicitly solves. Thus, equafion (19) expresses the
aggregate capital stock Kt as a2 linear function of Kt and all
future values of Vs € Dlt’ and u, .

By using the methods of Hansen and Sargent [23, especially appendix
Al, equation (19) can be converted to the "realizable" law for
K tha.t satisfies the Euler equations and transversality conditions,
and which expresses Kt+l as a function only of information kmown

21/
at time t.~' This involves replacing the terms Werdr Sppi? Dlt+i’ and

Uy in (19) by the corresponding mathematical expectations conditioned
on & e The resulting equilibrium law of motion for K can be shown
to be
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(1.20) K

e+1 = By + B (LW, + Ep(L)D, + E (L)e,
+ Hu(L)ut + Hth
+ABnfA
where HO = E-(—i—:l‘ﬁ—)-
Hy = )
-1 -1
L T (I-8,(A8) 76 (L))
.21 B L) =R, =

1-agL"t

A, fnAg r1.’1(1 - 65(18)'16E(L))
d L

H_(L) = ]

1—-151,"1

1z - s, 0m e W)

1-28L"t

B (L) = *fnk sd’l.A.2¢D£ 1

I S € T R I WA
B (L) = +d “£oAg] — L

1-agL "t

Here ¢w isa 1 xq wvector with 1 in the first position,
followed by (g - 1) zeroes, and ¢D is a P, X P matrix with
a (pl x pl) identity matrix as the first Py columns and zeroes

elsewhere. ©Notice that w, = ¢§Wt amd Dlt S ¢pD, - It is convenient

at this point to recall the laws of motion assumed for Wes ULy €L

and Dlt’ namely

(8) 6, LW, = v';’
(4) 6, (L, = V2
(5 6, (LD, = ¥y
2) § (L), = Vo
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Equation (20) expresses the equilibrium law for the industry-

wide capital stock Kt

41 3@ linear function of Kt’ and current

and past values of W, D, e, and u. Current and past values of W appear
in (20) because they help predict future values of the rental rate Voo
while current and past values of D, ¢ and u appear because

they are used by agents to predict the future course of the market
price P. The number of lagged values of W, D, ¢ and u in

(20) are rw-l, rD-l, ré-l, and ru-l, as expressions (21) can

be used to shOWazgj Thus, the numbers of lagged values of these
"information variables” W, D, s, and u in (20) are entirely
inherited from the specifications of the actual laws of motion for

W, D, €, and u din (8), (5), (2) and (4).

Notice that the appearance of v, and Dlt in the objective
function of the representative firm (9) (or equivalently in the
objective function of the fictitious secial plamner (17)) gives rise
to the appearance in (20) of the entire blocks of wvariables Wt and
Dt that help predict w and Dlt’ respectively. Thus any variables
that help prediet w and Dlt’ and which agents have information
on, belong in the equilibrium law of motion for industry wide
capital. The property that the remaining variables in W (or D)
help predict future values of w (or Dl) is said to be the property

that the remaining variables in W (or D) Granger cause w (or D).

The notion of Granger causality thus turns out to be coincident with
the criterion for whether random variables that don't themselves appear
in the agent's criterion function nevertheless end up in the
equilibrium law of motion or decision rule, essentially because they

appear in the agents' constraints as information variables that help
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predict variables that do appear in the criterion function. It is
mainly for this reason that the concept of Granger causality has

played an important role in work with rational expectations

models.gé/

Equations (20) and (21) reveal explicitly how the parameters
of the equilibrium law of motion for industry wide capital are them-
selves nonlinear functions of the underlying parameters {AO, Al’ Az,
£, d, B, m, GW(L), éu(L), GE(L), GD(L)}. The nonlinearity has two
sources. First, there is the fact that A is a nonlinear function
of B and (Alfznd-l) via the factorization defining A,

1 2

+ Af nd.l)L -+ B.lel. Second, given

1
A, the formulas for HW(L), Hu(L), He(L)’ and HD(L) in (21) are

(- 8) 1) @-aL) = [1-Q+E

nonlinear in the parameters of GW(L), 6u(L), SE(L) and 6D(L).
Nonlinear cross-equation restrictions of -the kind illustrated by

(20) and (21) are the hallmark of rational expectations models. Such

cross—~equation restrictions are largely absent from "pre-ratiomal

24/

expectations" dynamic econometric models.~’ The presence of these
restrictions impinges on a variety of fundamental econometric and
coﬁceptual issues, including identification, the analysis of inter-
ventions, models of "error terms", and the role of "prior information".

I now turn to discussing each of these issues, using (20) and (21)

as an instrument.



Analysis of Interventions

At this point, it is useful to remind ourselves of the principal
reason that an economist might want to construct a dynamic econometric
model of an industry along the lines of our example. It is to be able
to make quantitative predictions about the effects on the industry
that various hypothetical interventions or "changes in the environment"
will have. In the present context, 2 hypothetical "intervention'" or
"change in the environment” means a change in one of the polynomials
SW(L), Su(L), SD(L), or GS(L) that describe respectively, the
stochastic processes for W, u, D, and ¢, that impinge on the market.égy .
Several interesting examples of such interventioms can be given, including
the following:

(&) Suppose that there is 2 specific tax imposed on sales of
the product. Such a specific tax can be modeled as a component of (Alet).

Since the behavior of the tax through time will be described by an element

of the vector Markov law GD(L)Dt = v changes in the "rule" for

£2
setting the specific tax amount to changes in ome of the rows of 4. (L).

(b) Suppose that there is a specific tax on the use of the
factor of production. This tax can be modeled as an addition to the
rental LA A change in the rule for setting this tax can be modeled
as a change in a row of GW(L).

(c) Suppose there is a change in the structure of the process
governing the '"pre-tax' part of the rental. Again this can be modeled
as a change in one row of GW(L). With a litile imagination, the
26/

effects of a change in the organization of-  the industry— supplying the

factor might be modeled in this way.
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The model leading to (20) and (21) provides a way of predicting
quantitatively the effects of such changes, once agents have caught
on to them. The effect of interventions in the sense described here
is to change the function (20) describing the evolution of industry
capital, in a way predicted by the formulas given in (21). Since
in?erventions of this class change the law of motion (20), it is
necessary to have analytic methods which use the "cross-equation"
restrictions (21) to predict how the H's of the K-law of motion
(20) will change if there is a hypothetical intervention operating
on one or more of the §'s.

In order to evaluate policy interventiomns in this way, it is
essential that the H's of (20) should not be viewed as being among
the "free parameters" of the model. Instead, the model's free
parameters are to be regarded as the deeper parameters {Ao, A, AZ’
£, d, 8§, 8§, 8, & }. The researcher needs to know these

w> u’> ¢ D

parameters in order to be able to use the formulas (21) to predict
the consequences of hypothetical changes in the functions § .jﬁy

From the dynamic economic theory leading to (20) and (21), it
is evident that a given numerical version of (20), estimated from
historical data, cannot be used to evaluate the consequences of
arbitrary input sequences for {Wt}’ {Dt}’ {at}, and {ut}. That is, a
fixed law of motion of the form (20) with given numerical values for the
H's cannot be used to investigate the consequence of arbitrarily specified
numerical sequences for the W, D, e, and u's. In effect, a
particular version of (20) can be expected to hold up only for W,
D, g, and u sequences drawn from a restricted domain: mnamely,

sequences obeying the probability laws (8), (4), (5), and (2) .-2-8-/



-27=-

However, until Lucas [34] wrote in 1973, evaluating the effects
of interventions in this inappropriate way was the accepted procedure
in both the macroeconometric and the microeconometric literatures.
Regrettably, to this day it remains the procedure used in the overwhelming
majority of analyses of policy interventions. It should be emphasized
once again that from the viewpoint of the dynamic decision theory
described above, the question of how agents will respond to "arbitrary
sequences" of "forecing variables" W, u, ¢, and D is not well posed.
In effect, unless the researcher specifies precisely the perceived
laws of motion for the "foreing variables", he has not specified the
constraints subject to which decision makers are thought to be
acting .f-?- \

Thus, in order to be able to evaluate interventions operating
on the ¢'s, it is necessary to formulate and estimate the model in
terms of the parameters of preferences (AO’ Al, Az), technology
(f, and d), and the comstraints (the &'s). The argument in favor
of formulating and estimating the dynamic model at the level of the
deep parameters {A,, Al’ Az, d, £, Gw, 6u, Ge’ GD} is in much the
same spirit as the usual justification for estimating "structural”
parameters rather than reduced form parameters. As Marschak [40]
argued, the researcher wants to estimate those objects which
Qill permit him to analyze an interesting class of changes in the
environment. Dynamic ecomnomic theory has forced us to re—-examine
whether objects long thought to be "structural', including the parameters
of decision rules such as consumption, investment, and portfolio
Tolunee uchedules, are corrcctly toran te be invariant wvith recpece
te changes in the environment. Once agents' behavior is modeled in

terms of genuinely dynamic optimization problems, it becomes apparent

that the parameters of observed decision rules should not be viewed as
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structural (see Muth [47], Lucas and Prescott [37], lucas [33], and

Merton [42]).

The Neglect of Learning
At this point it is worthwhile to discuss a modification of the
preceding kind of setup .which several economists have apparently
had in mind.—g’-ol For this purpose it is sufficient to consider the
problen of maximizing the social welfare criterion subject to the

given laws of motion (8), (4), (5) and (2) for Wt’ u and

2 Deo
€, e By relabeling and reinterpreting the variables, we can think of
this as a choice problem faced by a single private agent. In posing
this problem, it was assumed that the "agent" solving the problem
knows the true values of the parameters of the objective function (17)
and the true values of the polynomizls in the lag operator GE(L),
Gu w), SD(L), and sw(L). The observ#tion has been made that this
setup fails to incorporate a2 model of how the "agent" optimally learnms
about the &'s from observations on past realizations of the forcing
variables €, u, D, and W. Presumably, if the “agent" has only
finite histories of observations on €&, u, D, and W at his disposal,
then at each point in time he is uncertain about the parameters of the
polynomials ¢. Why not modify the preceding setup to include
uncertainty about the ¢&'s and 2 model of optimal learning about the &'s?
There seem to be three reasons for why such extensions have not as yet
successfully been incorporated into rational expectations models.

The first is as follows. A general model of optimal learning about
the &'s is readily available in the "Ralman filter". The Kalman filter
can be used to model how a ratiomal agent would use observations on (Et’

Uy Dt’ Wﬁ) to revise his prior beliefs about the 6's.§£/ However, with

the ¢&'s uncertain, it is no longer possible to give closed form formulas
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for the optimal decision rule in terms of what are now the posterior
probability distributions over the §&'s. The reason that no one
has yet obtained or is likely ever to obtain such closed formulas is
as follows. In deriving the closed form of the restrictions (21)
for the case in which the d&'s are assumed known with certainty, the
Wiener-Kolmogorov prediction formula
-1
8,,(L)

Wy =51 ¢&WW
t e+l I t

E

was used extensively. Here [ I u.Lj]

jm-=

= T g1 » so that [ ]

+ jmg 3 +

means "ignore negative powers of L'". The Wiener-Kolmogorov formula

is equivalent with the "“chain rule" of forecasting (see Shiller [53]

or Sargent [54] for expositions). These equivalent forecasting rules

are known to be correct for the case in which the &'s are known with
certainty. However, as Chow [6 ] has pointed out, where there is

a nontrivial posterior demsity over the &'s, there is in general no
known closed form formula such as the above one for the i-step ahead
forecast. For example, it is not true that where J is uncertain, the
cerTect exgression for Etwt+i is given by replacing the éw"s wig:. tuedlr
posterior means in the above formula. The fact that there is no closed
form prediction formula for sufficiently general cases -implies that it is
impossible to derive closed form versions of decision rules (and hence
equilibria) that correspond to (21). As we shall see, for the kind of
empirical work we are advocating, it is important to have a closed form
for the mapping from the parameters of the objective functions (17) and

the dynamic constraints to the decision rule (20). From this viewpoint,

the suggestion that one ought to build a learning mechanism into ratiomal
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expectations models is not useful in suggesting practical econometric
alternatives to the procedures recommended herecézl

Another drawback with incorporating learning is that, even if omne
could derive the decision rules in the face of uncertain &'s, the
issue would arise of how to determine the prior used to initiate the
learning model for the é&'s. Would it be imposed a priori or estimated?
If the initial prior were to be estimated, this would substantially
complicate the estimation problem and add to the number of parameters.

Finally, in many settings the Bayesian learning model implies that
the posterior distributions collapse about the true 6's as time passes
without limit. 1Imn such settings, even if the researcher erroneously
assumes that the &'s are known with certainty when in reality agents
are learning about them in an optimal way, the researcher continues to
obtain consistent estimators of the un&erlying parameters {AO, A, AZ’
£, 4, GW, GD’ 66, Su} using the methods described here and in Hansen [20]
and Hansen and Sargent [23]. It does seem likely that by erroneocusly
ignoring the phenomenon of learning about the 6's, the researcher is
incorrecély calculating the asymptotic covariance matrix of his estimators.
However, at present nothing is known about the nature of this error.
Further, since we simply don't know how to compute optimum decision rules
under the assumption that agents know the 6's with uncertainty, no
consistent estimators of the underlying parameters have been proposed that
incorporate agents' learning about the ¢&'s in the optimal way, to say
nothing of expressions for the associated asymptotic covariance matrices.

From the preceding considerations, I draw the conclusion that
incorporating optimal Bayesian learning gbout the &'s on the part
of agents is not a research avenue that soon promises appreciable dividends

for the economist interested in applying dynamic competitive models of

the sort described here.
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A Model of the "Error Term"

We now derive a "dynamic supply curve" for the industry by ixsing
the industry-wide production function Y, = IK, + ¢ to eliminate K

from (20) in favor of Y. Multiplying both sides of (20) by £ then adding

et to both sides gives

Yt-i-l = Hof + wa(L)Wt + fHD(L)Dt

+ st(L) € + fHu (L)ut

+HY te,y THe

Eliminating u, by using u,_ = P, - Ay + AlYt - AZD].t gives

(1.22) Y= [Hof - fﬁu(l)Ao] + fﬂu(x.)r,c + fHW(L)wt

+ [fHD(L) - fHu(L)AZd:D]Dt

+ [Hl + fHu(L)A'.L]Yt

+ [1+ £E_(L)L - HjLlg 4,y

This can be writtemn as

(1.23) Y1 = Sg * SP(L)Pt + SW(L)Wt

+ SD(L)Dt + SY(L)Yt + Ss(L) €l
where
Sg = Hof - fHu(l)AO

(1.24) SP(L) = fB (L)

8, = £H (L)
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SD(L) = [fHD(L) - fI-"Lu(L).A.:2 qb]
SY(L) = [Hl + fHu(L)All

Ss(L) = '[1 +fHe(L)L - HlL]
Recall that the demand curve is

(1.3) Pt = AO - AlYt + AZDlt + u

Using GS(L) €. = vE

u
N and (’Su(L)ut =V

g We can write the supply

and demand curves as

(1.25) Yt_*_l = S5+ sP(L)Pt + Sw(L)Wt + SD(L)Dt

‘ -1l €
+ 5y WY, + 5 )6 W) J'vt -

(1.26) P, = Ay~ AY +AD, + au(L)’lv}c‘

To discuss identification and estimation of the model, we need
a theory about what is unknown to the ecoﬁometrician. In constructing
the model, we have taken the view that all of the variables on the
right hand side of the supply and demand curves (23) and (3) (or
equivalentbly (25) and (26)) are known to the representative firm.
Thus, from the viewpoint of private ageats, (25) and (26) describe
exact linear functions of the right side variables in which there
are no "random errors" .-3—3/ The only tractable ways that have so
far been discovered of introducing "random errors" into (25) and
(26) have been to assume that the econometrician lhas less information

than do the private agents. The.smaller information set of the

econometrician leads to what from his point of view are random terms
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in relationships to be derived from (23) and (3) or (253) and (26).
The idea is to restrict the econometrician's information set relative
to that of private agents in a way both that is plausible and that
leads to a tractable statistical model of the error term. I shall
describe two models of the error term that can be constructed in

this way.

One model results from assuming that the econometrician has time
series on {Pt, Wt’ Dt, Yt} but never observes the random processes
€, and u,. On this interpretation, at and u, become random
termslin (23) and (3) from the econcmetrician's viewpoint.éé! In

constructing the model, we have already:.imposed that V§+l is

orthogonal to all of the variables on the right side of (25), and
will assume that Vz is orthogonal to ‘Yt' We can also impose that
V: is orthogomal to Dlt’ if we wish;gg/ although we might get by
with a weaker assumption.

The second model of the error term results from assuming that the
econometrician sees less of Dt and Wt than do private agents. It'
is convenient to postpone a detailed discussion of this second model

of the error, and instead first to discuss identification and estimation

under the first model of the error term.
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Identification and Estimation

With this model of the error terms, we can proceed to discuss
identification and estimation. First, notice that every variable
that appears on the right side of the demand schedule (26) also
appears on the right side of the supply schedule (25). The dynamic
economic theory leading to (25) makes the reason for this clear,
since any.variables that help predict future prices P will appear
in the supply schedule of the representative firm. This immediately
implies that any variables that help predict the demand shifters
Dlt will appear in the supply schedule:gé/' The fact that no variables
on the right side of the demand curve (26) are excluded from the supply
schedule (25) means that if the supply schedule is to be identified,
the source of identification must be found in restrictions of a kind
different from the usual exclusion resgrictions treated extensively
in econometrics textbooks.éZ[ According to the_standard "order condition"
for identificatiom, equation (25) is hopelessly underidentified»ig/ So
if the parameters of the model are to be identified, sources of prior
information not of the exclusion variety must be available. The main
source of these restrictions in the present model is the extensive
body of cross equation restrictions embodied in equations (21) and
(24). Equations (21) and (24) give the parameters of the supply
schedule (25) as noniinear functions of the parameters {Ao, Al’ Az,
f, 4, B, n, sw(L), GD(L), 6u(L), and 65(L)}° In general, provided
that the parameters rD and rw, which determiﬁe the order of the
autoregressive processes for D and W and the parameters p and g,

the number of elements in the vectors D and W, respectively, are

large enough, these cross equation restrictions identify or over-
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identify the parameters of the model. The strength of overidentification

generally increases with increases in the orders Ty and T, and the

397 .
dimensions p and q.

At this point it is useful to collect together the equations

comprising the model as

(1.25) Yt+l = S0 + SP(L)Pt: + SW(L)Wt + SD(L)Dt

- £
+ 5, (LY, + 5 (L) 8 (L) lV:+1

= - =i,
(L.26) P = 8o = &Y, + &0y + 8,07V,

W
(1.8) 5w(L)Wt = Vt

(1.5) & WD, = v‘z

where
o a2 -1 _
So = +£ JagAd £H _(1)A,
L - 5,087t @)

S, (L) =+E2adad ]
1-ag L

L - 8 87 (L))

-nASf
Sw(L) == d ]

-1

-1 -1
2 - LTH(I - 8 (AB)TT8_ (L))
sD(L) = + £ nAgd 1A2¢D[ D D ]

1-ag7t

-1 -1
1 . LTI -8 (B8 (L))
- de 1nl8[ u u 1 A4

} 2%
1-agt
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-1 -1
5 L Q- 6u(16) S, @)

a1 Aga; [

8(L) = +£ 1+ A

1-ag T

2 -1
Alf niAg rI - 6E(AB) Ge(L)

SE(L) =1 - ] -

L -
d R

(1-(A8) L) @-ML) = [1-Q+E T + Alfznd'l):. + g2y

Equations (25), (26), (8), and (5) form a statistical model for
the joint process (Pt, Yt’ Wﬁ, Dt)' The model is linear in the
variables, but is characterized by the extensive set of cross—equation
restrictions described by (27). With the model of the error terms
currently under discussion, the statistical model of the (Pt, Yt,
Wi, Dt) process has been spelled out‘sufficiently completely that
we could write down the likelihood function for a sample (Pt’ Yt’
Wi, Dt)’ t=1,...,T assunming a normal probability density for
G ) Y Meximm ikelihood estimates of the free
parameters of the model {Ao, Ay, A, £, 4, SD(L), GW(L), Su(L),
SE(L)} could then be obtained. Computational details of such pro-
cedures are described by Sargent [51, 52] and Hansen and Sargent [23].
From the point of view of computing the estimates, it is a great

practical advantage that (27) gives a set of closed-form formulas for

the cross—equation restrictions imposed by the dynamic economic theory.
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Application of Bayesian Methods

The fact that for the present model of the error terms it is
possible to write down a normal likelihood function means that in
principle Bayesian methods are applicable. Letting 6 be the list

of parameters of the model, and Z be the data, we have

2{zle} £ {o}
£ {el Z} = i prior
pOSt £ (Z)
or
(1.28) fpost{elz} = 2(z|6)£(8)/S2(z18) £ orior (948

where féost{e!Z} denotes the posterior probability demsity, £(2)
the probability demsity of 2, fprior{e} the prior demsity on 6,
and 2{2|6} the likelihood function. Measures of the location and
dispersion of the posterior distribution of € can be calculated,

k

for example, by integrating 6 -f {8|2} over & for appropriate

post
values of k. In the Bayesian view, the role of data analysis is to
trace out in as revealing a way as possible the mapping defined by
(28) from the prior to the posterior distribution. For such an analysis
to be practical, it substantially eases matters if the mapping (28)
can be characterized analytically, so that for example, posterior
moments such as fefpost(e]Z)de can be calculated without the need to
resort to numerical integration. Leamer [32] and Zellner [61]
describe forms of prior demsities fprior(e) that have the property
that the mapping (28) is one that can be written as an analytic closed
form when £(Z|6) is the normal likelihood functionm.

In the context of dynamic economic models of the class represented

by (25), (26), (8) and (5), the question of whether the mapping (28)

can be characterized analytically hinges on which parameters one regards
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as being in the list © .about which the researcher has formulated
prior information. One possibility is that 6 consists of the S's
of (25), the A's of (26), and &, Gu and GD of (26), (8) and
(5). With this interpretation of 6, then since (25), (26), (38),
and (5) are linear in the S's, A's, ﬁw and §D’ it is possible to

get analytic characterizations of the mapping from £ (8) to

prior
fpost(GIZ). For example, Shiller [55] and Leamer [31] have

shown how priors of various forms on the 8's im (25) can tractably
be mapped into posteriors, in contexts where (25) is appropriately
viewed as a regression equation. In effect, Leamer [31] and Shiller
[55] provided formal Bayesian methods for imposing restrictioms on lag
distributions of a general kind, examples of which had long been imposed
by applied econometricians. These restrictions usually corresponded

to restrictions directly on our Sj's.' Pre-dating the work of Shiller
and Leamer were the restrictions on distributed lags proposed by

Koyck [ ], Friedman [ ] and Cagan [ ], Jorgemson [ ], and Almon [ ].
There was also the frequently used identifying restriction that various
distributed lag weights sum to unity;éi/ All of these approaches

view the S's themselves as among the "free parameters" of the model

about which the researcher can reasonably be imagined to have formed

views summarized by a prior distributiom.

Unfortunately, the tractability of the Leamer-Shiller approach is
purchased at the cost of ignoring the essential aspects of the dynamic
economic theory leading to (25). According to that theory, the S8's
are not free parameters, but are complicated functions of the parameters
g Aps Ay £, 4, B 1, § (L), 6,(), § (L), §(L)}. Ir is this
list of parameters about which it seems most appropriate to expect an

economist to have prior beliefs. The parameters {Ao, Al’ A2’

£, d} are the parameters describing preferences and the technology,



about which the econcmic theorist may have some prior beliefs. The
economists' "prior beliefs" about the parameters {6w, 8pe 842 GE}
are presumably on a different theoretical footing from his beliefs
about {Ao, Al’ Az, £, d}, since the former list simply characterizes
the serial correlation properties of the "shift variables" about which
economic theory itself suggests little, although casual general
observations may suggest a presumption in favor of high serial
correlation, at least in some types of variables. In any event,

it is the "deep" parameters {Ao, A, Ay, £, d, B, m, S, GD’ su, ée}
that must be estimated, if one is to build a model that

potentially overcomes Lucas's critique of econometric policy evaluation

procedures.ﬁg/

¥hen this list of "deep" parameters contains the objects of interect,
Bayesian analysis using (28) becomes much less tractable. This is
because the likelihood function £(Z|8) becomes a very complicated
function of the free parameters in 68, by virtue of the complicated
nature of the cross—equation restrictions illustrated in (27). Although
Bayesian aralysis is still possible, the researcher will be forced to
use numerical methods to characterize the mapping from the prior to the
posterior given in (28). For example, for a given prior, numerical
integration will have to be used to calculate the moments of the posterior
distribution. My own judgement is that given current computer technology,
formal Bayesian estimation procedures seem prohibitively expensive for
most members of the class of dynamic models considered here. This is
obviously not an objection to Bayesian methods in principle. However,
I believé that the high cost attached to applying Bayesian methods

correctly helps to explain why they have not yet been applied extensively

to estimating ratiopal expectations models.



=Lt=

A Second Model of the "Error Term"

More serious limitations on the domain of Bayesian techmniques
emerge if the researcher embraces a second model of the error term,
whiqh we now discuss. In the second model of the error term, it is
assumed that the econometrician possesses only observations on

subsets W, c W, and D c D, of the information variables that
e
private agents use to forecast future wf's and Dlt'sﬁﬂij It is

assumed that these subsets of information variables follow autoregressive

processes

< .
6W(I")Wt T *

where ED(L) and GW(L) are polynomiéls in the lag operator of

of order ;D and T respectively. Then it turns that the equilibrium
law of motion for capital (20) can be written in a form identical

to (20), except that W, D, GD, GW’ HD’ and Hw are to be replaced

by the corresponding objects with tildes above them, and that there
appears a random disturbance ht on the right side. of (20). The
cross~equation restrictions (21) continue to characterize the objects

44/

with tildes over them. The random variable nt can be shown to

be orthogonal to all of the current and lagged values of ﬁ and 5.éé/
However, it turns out that n, is in general serially correlated,

with serial correlation properties that depend on the joint covariance
properties of those variables in Dt and Wi that the econometrician

does not have observations on. In the context of this setup, it is

not even possible to write down the likelihood function without

specifying details of the moments of information variables in D



-41=

and W that are unobservable to the econometrician. It would seem
attractive to adopt an estimation procedure that avoids the implicit
theorizing about the stochastic properties of the unobserved D's
and W's that an estimator using the likelihood function requires.
One such estimation strategy that exploits the orthogonality of
n to 5 and %, without requiring all of the added details
required to write down a likelihood function, has been developed
by lLars Hansen [20]. The "generalized method of moments" estimators
of Hansen have the advantage of delivering estimators of the free
parameters whose desirable statistical properties don't depend on
any #rbitrary assumptions about the serial correlation properties
of the nt's.igl These generalized method of moments estimators
were invented precisely to handle situations in which the researcher
is substantially more confident of the orthogonality conditions
delivered by his theorizing than he is about the serial correlation
properties of the error. These methods construct statistically
consistent estimators, while avoiding the need to form the likelihood
funetion. However, in acknowledging that he does not have enough .
information about the distrubances to construct the likelihood
function, the researcher looses the ability to employ Bayesian methods,
since knowledge of the likelihood functiomn is eséential for using

Bayes' law as in (28).
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2. A Model of the Corn-Hog Cycle

This section illustrates in a general way how a model of an
important phenomenon, the "corn-hog cycle", might be constructed in
a fashion comsistent with the principles recommended above. Technically,
the corn-hog cycle is defined as the occurrence of distinctive patterms
of serial correlation and cross-serial correlation between various
measures of output flows, stocks, and prices of corn and hogs. A
model of the behavior of such series might be useful either for the
positive analysis of various tax and subsidy schemes designed to
ameliorate the "cycle", or for the welfare of analysis of alternative
policies. The simple model I shall describe is mainly directed at the
first use, but might also be used for the second purpose.

The corn-hog example also illustrates an important methodological
point. The Lucas-Prescott example described in section 1 has the
feature that all the state variables W£ that help predict future values
of the input price Wt appear in the equilibrium laws of motiom for
capital and output. This suggests that since the "hog industry" pur-
chases corn, the state variables which characterize the corn market
will appear in the equilibrium laws of motion for the state variables
that characterize the hog market. Similar reasoning suggests that
the corn market will inberit all of the state variables characterizing
the hog market. To take this into account properly will require, for
example, that for the hog industry the stochastic process for one of
its inputs, which corresponds to GW(L) in (1.8), can no longer be
regarded as determined from outside the model; Instead, the markets
become intimately interrelated, and their equilibria must be defined

jointly.



43—

The purpose of this section is to illustrate the nontrivial modi-
fications of the setup of section 1 that would be required for various
"realistic" applications. The model of the corﬁ-hog cycle described
here still does not realistically describe the dynamics of the actual
corn and hog industries. More realism could be attained at the cost
of proliferating state variables, but at no real cost in terms of
analytical difficulty. However, the example described here will convey
the sense in which the intermal logic of models of this class tends to

push the analyst toward a general equilibrium approach.

We now define the following variables:

ct = output of the representative corn farmer
m = number of corn farmers

Ct = total output of corn (Ct = mct)

Pct = price of corn

Dlt = g (pz x 1) vector of random variables appearing in
the demand schedule for final consumption of corn
D2t =z (pc - pi) x 1 vector of random variables that help
predict the future values of the collection of random variables

(o4 ] (4
Dig» P 2pg -
C

D
c 1t
o, =1.71
D
2t
kct = capital stock of representative corn farmer

Kct = mkct = total capital stock in the corn industry.
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real rental rate on capital in the corn industry.

= a (¢ x 1) vector whose first element is wg;

the remaining variables of Wf are variables that

help predict future values of w.

flow output of hogs of the representative hog farmer.

number of hog farmers.

total output of hogs (Ht = nht).

consumption of corn by hogs at the representative hog farm.
number of hogs at the representative hog farm.

total number of hogs at hog farms Kht = nkht.
miscellaneous expenses needed to maintain kht hogs at

the representative hog farm.

= a (qh x 1) vector whose first element is wh; the

t
remaining variables of W: are variables that help
predict future values of wh.

flow price of hogs

a (p? x 1) wvector of random variables appearing in the
demand schedule for final consumption of hogs.

a (ph - p?) vector of random variables that help predict the

future values of the collection of variatlec D?; ph_i p? .
h
D1t
h

1Pae

a random shock in the production function for corn.
a random shock in the production technology for hog farming.
a random shock to the demand for f£inal consumption of corn.

a random shock to the flow demand for consumption of hogs.
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We further define the following polynomials in the lag operator

L: rz
GC(L) =1- % & LJ, where &° is a scalar
u ju1 U uj
rh
u
@y =1- § 6213,  where &%, is a scalar
u uj uj
j=1
%
cSc(L) =l c~- I 6;.1.3, where &5 is a pc x pc matrix, and
D P 4=y DI Dj
Ipc is a (pc x Pc) identity matrix
5
h - _ h _j h . h h ,
GD(L) Iph jﬁl ‘SDjL s where 6Dj isa p x p° matrix and
Ih is the @" x p®) identity matrix
Te
c 1 - c .3 c
SE(L) 1 jil sejL , where asj is a scalar
h
Te
@) =1~ &1l where &, is a scalar.
€ j=1 &] €J
c
T
c Yo e h| . c .
SW(L) =1c¢c=- jil 6ij s where ij is a (qc X qc) matrix.
T
h = - h .3 b .
SW(L) Iqh jEIGwL R where swj is a (qh x qh) matrix.

I shall assume that for each polynomial & the zeroes of det (z)
exceed /E in modulus, where £ is the discount factor introduced
below.

There are m identical corn farmers, each of whom maximizes

-~}

t o C _4a _ 2

(2.1) Eo tEO g {Pctct wtkct Z(kct+l kct) }, da>90
0<B8<1

is output of corn, k is

where Pct is the price of corn, ¢ ot

t



c

the capital stock of the corn producer, and v, is the rental rate

on capital in the corn~growing industry. Output of corn obeys

(2.2) c. = fkc +m g £>0

where ¢

ot is a random process. The productivity shock € is

t

assumed to follow the r: th order Markov process

Cc

(o4
(2.3) GE(L)eCt Vst

where Vzt is a fundamental white noise for €ope The corn producer

faces the stochastic processes for Pct and wi as a price taker.
The rental W, is assumed to be the first element of a qc x 1 wvector

random process that obeys the r; th order vector Markov process

(2.4) Gz(L)Wg = an:

where V;t is a (g x 1) wvector white noise that is fundamental
for Wz . The assumptions about the stochastic process for Pct and
the representative firm's perceptions of it will be filled in later.
The hog industry consists of n didentical producers each of whom
maximizes
c ot h 2
(2.5) Eg t:OB Byehe = Vel = 0/2 Oy = )7 = BoeCpeds €2 05

where Pht is the price of hogs, ¢ is the consumption of corn by

ht
kht hogs, kht is the number of hogs, htis sales of hogs, and wﬁkht

is miscellaneous expenses required to maintain kht hogs. The technology

is assumed to be
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Che = Yepeo y>0

(2.6) )
By = A+ Ok = Kpyg + 0 Te,s $ >0

where ¢ 1s determined by the reproduction rate of pigs, which is

assumed exogenous here, but would be a decision variable in a more
s s . 2

realistic analysis. In (5), the term e/2 (kht+l kht) represents

costs of adjusting the number of pigs rapidly. The productivity shock

h
&t follows the re th order process

@7 a‘;(L)eht = vhet
where Vzt is a fundamental white noise for I The price wh is

t
the first element of a (qh x 1) wvector W? that follows the rg th

order vector Markov process
h
2.8  Swul =l

where V:t is a fundamental white noise for Wﬁ .

The flow demand for hogs is given by

h -
(2.9) Poe = 8¢ = 8B, T 805, fu s A5 >0, 4 >0

h s =
where AO’ A1 are scalars, 4y isa (1 x pl) vector, ht = nht,

and where U is a stochastic shock to demand that obeys the rz th

t

order Markov process

@i o, -

where Vh is fundamental for u The vector of demand shifters

ut ht*
Dgt is (p? x 1) and consists of the first p? elements of the
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(p‘h x 1) vector Dil. It is assumed that Dlg evolves according to the

rg th order vector Markov process

(2.11) §B(L)D2 = vgtA

where Vgt is a (phx 1) wvector white noise that is fundamental for

h
Dt'

The demand for corn is the sum of the demand derived from hog
production, Cht = ncht,

The demand for fimal consumption obeys

and the demand for final consumption, Cct‘

(2.12) C.=38.-3B"P _ +BD +u

ct = Bo ~ BiPop * B0y, Bp» By > 0

ct?

where Bo and B are scalars, where B isa (A x.pg) vector, where

1 2

U, is a2 demand shock that obeys the rﬁ th order Markov process

c c
(2.13) 5§ @Mu , =V ,

where Vzt is a fundamental white noise for LI The (p§ x 1) vector

t
of corn—-demand shifters Dit consists of the first pg elements of

a (pc x 1) wvector Dz that follows the rg th order Markov process

c C C
(2.14) 6y (LIDL = Voo

where Vzt is a (pc x 1) vector white noise that is fundamental for

Dz. The hog-derived demand for corm, from (6), is
Cat = Yy

where Kht = nkht and Kct = kat' The equilibrium condition in the

market for corn is

Cct * cht = cht + €t

or



ht fKCt + €ot

which implies that

+B +BD. -fK . -¢ ]

-1
(2.15) Pct B [Kht 0 271t ct ct

1

The farmers in each market need to form views about future prices
of corn and hogs in order to solve the maximum problems (5) and (1).
Since future corn and hog prices will depend on future state variables
in each market, including the capital stocks in each market, farmers in
each market need to form a view about the laws of motion of the market-
wide stocks of capital in both markets. We assume that farmers' views
about these laws of motion are correct. It will turn out that the laws
of motion for the market-wide capital stocks in the two industries will

have the forms

c (o . Cc c
K = Hy + WU + H‘];(L)W: + S (L)nS

ct+l 0

(2.16) + HE(L)D: +E(Le,, + H:(L)aht
+ HE(L)uct + Hi(L)uht + H;KCt + HiKht
Roesy = Gp + CS@WE + Bl + 62 wng
(2.17) + 6D} + SWe, + PlL)e,,
+ G:(L)uct + c;f:(x.)uht + G;Kct + thlxbt

where HO, Hc, H?, GO’ Gc, G? are scalars and where



H;(L) and G:(L) are r_- 1 order polynomials in L.

£ 0

HE(L) and G:(L) are r = 1 order polynomials in L.

=)

H;(L) and G;(L) are r_. -1 order polynomials in L.

o ©wo

(2.18) Hg(L) and GE(L) are r, -~ 1 order polynomials in L.

[¢]

Hz(L) and GE(L) are r -1 order polynomials in L.

[y

ng(L) and GI;(L) are

m o

- 1 order polynomials in L.

N

Hi(L) and Gﬁ(L) are ¥ =1 order polynomials in L.

e

Hﬁ(L) and GE(L) are r_ =1 order polynomials in L.

e o

Zuch. of the (L) and G(L) polynomials is conformable in dimension
with the process it premultiplies. Equations (16) and (17) describe
farmers' perceptions of the laws of motion for Kc and Kh'

The important thing to notice about (16) and (17) is that any
variable that appears on the right hand side of one appears on the right
side of the other. Thus, fhe State variables are asserted to be identical
for the two industries' aggregate capital stocks. That (16) and (17)
embody the correct choices of state variables will now become evident,
as we express the optimum problems of the representative firm in each
industry as completely stated dynamic optimization problems. That is,
(16) and (17) will turn out to have the correct right hand side variables
in the sense that if firms' perceptions of the laws of motion for K,
and K, are (16) and (17), respectively, then firms' optimizing behavior
will imply actual laws of motion for K, and K, respectively, of the

same functional forms as assumed for those perceptions.



~51-
FTrom (6) we have that Ht = (1+¢)Kht— Kht-l-l + sht' Substituting

this into the demand schedule for hogs gives,
h
(2.19) Py, = A - A QL+ Ry, = Kppgg) T ADY L F U Ay,

Substituting (19) and (15) into (1) and (5) gives the following eriterion

functions for representative hog farmers and corn farmers, respectively:

2 ot
E, tEO B {lag - 4 (A + OK, ~ K D+ A?.Dlt: tug, T Ayeped

. e i 2
(2.20) (l-i-¢>kht kpepg T Epel - nght =7 e Fye)

- c
- Ykht[Bl (e + Ugy * Bg * BpPyp = Fop = &)1

> t,.=l c
(2.21) E, tEO B {B,"(YK  +u , + By+ B - £K - e Ik
. c d 2
- wtkat:t 2 (kct-l-l kct) }

The maximization of (20) and (21) each takes place subject to the known

laws of motion

c e c
(2.4) ¢ (LW, = Vo
h Wh — yh
(2.8) 6W(L) e = th

h

(2.10) 5, (Lu , = vhu
h, ..h

(2.11) 5 (LID; = vB
Cc

(2.13) AT Vf1

(2.14) GD(L)D Dt

c c
(2.3) GECL)act vat

h _ oh
2.7 GE(L)sh: Ve
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= c c h c c
K B, + BSOS + 13“7(1.)&7;1 + B (L)D]

ct+l 0

(2.16) + H;‘(L)Df;1 + B‘;(L) €.+ HIE‘(L) €.

c h c
+ Hu(L)uct * Hu (L)uht + H1K<:t + Hl]).Kbt

- c c h c c
K_ 4y = Gg + CCWIWE + Gw(L)Wt + 65 (DS
h h c h
(2.17) + GD(L)Dt + G, (L)sct + GE(L)sht
(o4
+ Gu(L)uc + G (L)u 1 ot + G{‘Kht

The optimization for the representative firm in each industry is

47
carried out subject to the information set at time t, -—/

b h

A A
{Kht, Kct’ Et’ W:_l, ~o',pﬂ h "..’Dt-rg + l,

t-r" + 1° Dt
w

h c c
et""’Et-r}éi-l’uht"'"uht-x‘f:+l’ wt,....,wt_r;+ 1°

DC D ¢ € £ c u c,.}
£2° P41 Bttt feter +1? Yet?tttYet-rS4l
D £ u
In addition, at time t the firm knows its own currentstock of capital

or kbt’ as it chooses kct-i-l or kht-l-l .

The solutions to the problems of the constrained maximization of

(20) and (21) are a pair of limear contingency plans of the form

B = 8+ BSOOWS + gLV + 8 (2]

(2.22) + gg(mnlt‘ + go(L)e,, + go(L)e,,

c h c
+ g, M, +g Mu, + 81K * &K,

h
+ nght
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= c c h c c
k.. = By *+ RSN + nwcL>w§ + 1o (LDS

h h c h
* hD(L)Dt * he(L)sct * he(L)sht

c h c
+BS@u_, + B @, + BK_, + h?Kht

where h; and gg are scalars and the remaining constants and
polynomials in 1L are of the same dimensions and orders as the
corresponding capital lettered quantities in (16) and (17), as defined
in (18).

Multiplying (22) by n and (23) by m gives
. - €, \uC h €, \nC
I\ht+l ng, + ngw(t)Wt + n.gw‘(L)Wf__l + ngD(L)Dt

+ ngg(L)D];1 + ng:(L) ot + ng};(L) €he

(2.24)
+ ngﬁ(L) u,. + ngz(L)uht
ng;Kct * (ng}ll + gg)Kht
Ropqg = Bho + BhO(LIWS + mhl (LW + mbl (L)DS
2.5 + sh(@D! + mhS (L), + whl Ly,

c h
+ mhS (Lyu,, + mhi (L), + mhtht

c c
+ (mhl + hZ)Kct
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Equations (24) and (25) are the actual laws of motion for Kht+l

and Kct+l’ respectively, that correspond to the perceived laws of

motion (17) and (16), respectively. A rational expectations equilibriim

is defined as a pair of schedules (16) and (25) which are identically
equal, and a pair of schedules (17) and (24) which are identically
equal. This amounts to equating the perceived and actual laws of
motion.

Inspection of the criterion functions (20) and (21) and the
constraints (4), (8), (10), (11), (13), (14), (3), and (7) will
convince the reader that the correct state variables have been included
in our "guesses" about the forms of the laws of motion (16) and (17)
for the aggregate capital stocks Kh and Kc' The correct principle
for the celection of these state variazbles is this: zny state varictlies
that aypear either in the objective functions (20) and (21) or in the
constraints (4), (8), (10), (11), (13), (14), (3), and (7) at time
t + 1, belong in the laws of motion for the aggregate capital stocks
of both industries.

Having defined a rational expectations equilibrium for the model,

I now turn to describe how the equilibrium can be calculated via the
method corresponding to that used by Lucas and Prescott [37]. As in
section 1, the idea is to “discover" a fictitious social planning problem
that the equilibrium implicitly solves. First, notice that since the
flow demand curve for hogs is Pht = AO—A1H£+A2D?£ + Uy o the area under
the demand curve for hogs is

H

t
h
Jo (g = Ayx + ADy, + 1, )dx

A 2 h

= - -+
Ag, = =7 By + HADy, *H S,
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h Ay
=LA+ 0Ky, - Kpyg +oepedlag #4075, + 9, - —5(A + 6%, -

" Kuesy * Sne)!

Since the demand curve for final consumption of corn is Pct = BIJ'[B0

c "o )
- cct]’ the area under the.demand curve for final consumption

+ BZDlt + uct
of corn is
fcct B T[B, + B.D° - x]dx =
1 [Bg + BpDyp ¥
(2.27)
BB C,, + By C_,B,05, + Bjru_,C, - (28)) lc2

Substituting for Cct from the equilibrium condition

Cct = bet + €er YKht gives the following formula for the area under

the demand curve for the final consumption of corn:

-1 -1
BO:B:L [cht + Cet ~ YKht] * B1 uc:t[cht + Cet YK'ht]
(2.28)
-(ZBl) [fK <+ €, YKht] + B [fK YKhtJBZ 1t

Now consider the following fictitious social planning criterion:

=3 € h
(2.29) By I EIIA ¥ OFy = Kyeyy ¥ g l[8g + A0y, * uye
A
1
- (A F Ry - Ky o]
. {Bogzl[tht e, - YK )+ Bl u JJER  + e = VK]

-1 _ 2 -1 _ c
(2By) "R, + ey = YR 17+ ByUIER,, + e, - YK 1B,D; ]

d -1 2
- W:iKcz‘.: - "{Kht 7T Kopyy ~ Koyl

e ~1 2
i T VRV SO B



Consider the maximization of (29), assumed to take place subject to the
laws of motion 4, 8, 10, 11, 13, 14, 3, and 7. The information set is

. . c
at time t consists of observations on Kh’ Kc’ Ec’ eh, u,> Uy W,

wh, Dc, Dh dated t and earlier. At time t, the fictitious planner

is assumed to set Kht+l and Kct as linear functions of the

+1
variables in the information set at t. The reader can verify that
these linear contingency plans will be of precisely the same linear
forms as the laws of motion (16) and (17) that are the laws of motion
for Kc and Kh in the rational expectations equilibrium. Furthermore,
by a straightforward argument, it can be established directly that the
laws of motion for Kc and Kh that maximize the social planning
criterion (29) are precisely the unique laws of motion for the rational
expectations equilibrium.ig'/

The problem of maximizing the fictitious social planning criterion
(29) subject to the constraints stated above is known in general to
have a solution in which all the relevant histories of the state
variables {K , K., €., &, U, 'uh, W, W, D%, D®} - appear in the optimal
law of motion for both K, and K, . Computationally efficient methods for
obtaining solutions for a general class of "interrelated factor demand"

problems, of which (29) is a specialvcase, have been extensively described

by Hansen and Sargent [22].

By a series of manipulations which parallel those used in section
2, it is possible to move from the laws of motion (16) and (17) for
the aggregate capital stocks to dynamic f£low supply curves for the corn

and hog industries. These dynamic supply curves take the form
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c c h c c
Copq = S + SCLIWS + Sw-(L)W? + 55D
b h c h
(2.30) + SD(L)Dt + SE(L)ect + Se(L)eht

c h c
+ SP(L)pct + SP(L)pht + Scht-i- s?xht

and

i

c c h c d
Ht % + c'w(L)Wt + cw(L)W? + O'D(L)Dt

(2.31) + o3l + S(Lye, + hey,

c h c
-+ cp(L)pct + o‘p(L)pht + ciKc: + 91K

In (30) and (31) all polynomials in the lag operator 1L are comparable
in dimension and order with the corresponding polynomials that appear
in (16) and (17), respectively. The ﬁoint to be emphasized is

that each of the dynamic supply curves (30) and (31) inherits as
arguments all of the random variables that appear as demand shifters

in the flow demand curves for both commodities.

As in the development in section 1, equations (30) and (31) are
relationships that are exact linear functions of the variables in the
information sets of private agents. They can be converted to equations
that contain what are random errors from the viewpoint of the econome—~
trician by one of the devices described in section 1. For example,
we might assume that the econometrician has data on all of the wvariables
on the right sides of (30) and (31), except for current and past values
of the shocks in the production relatioms, ¢ and g,.. Under this

ct

interpretation, the distributed lags in ot and €ht become the error

terms from the econometrician's perspective.
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It is evident from (30) and (31) that the dynamic economic theory
that we are using subverts the usual identification conditions of the
exclusion variety. Because of the appearance of all of the state
variables in the dynamic supply curves (30) and (31), the supply schedules
for hogs and corn are underidentified according to the usual order
condition. However, as in section 1, the dynamic theory from which
these curves are derived furnishes an extensive set of restrictioms
between the parameters of (30) and (31) and the parameters of (4), (8),
(10), (11), (13), (14), (3) and (7). These latter parameters are the
parameters of the Markov laws for the driving variables.

Although the model of this sectiop admittedly embodies oversimplified
technologies, it could readily be extended to incorporate much more "realistic"
technologies for the corn and hog industrieé, even while staying within the
linear—quadratic framework;éy Nerlove,. Grether and Caravalho [49] provide
useful indicatioms about how this might be dome. Such generalizations
can be accomplished at the cost of increases in the number of "state"
variables required, but involve no genuine analytical complications beyond
those encountered in our corn-hog model. Increasing the number of factors
of production in each industry can also be accomplished in a conceptually
straightforward manner. Hansen and Sargent [22] have devoted substantial
effort to the development of fast methods of computing linear rational
expectations equilibria for a wide class of models. The use of these
methods will make it practical to construct models of interrelated industries
with state vectors of at least moderate dimensionm.

The Lucas-Prescott example of section 1 and the corn~hog example
illustrate a key principle: laws of motion for the endogenous state
variables of one industry will generally be functions of all of the

state variables characterizing the industries with which it interacts.
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The analyst will often face a hard practical decision about which

dynamics he takes as given from outside the model. To illustrate

¢
it

schedule for corn is the price of wheat, and that the price of corn

this further, suppose that one of the shifters D in the demand
is also an argument in the demand schedule for wheat. It is then
easy to imagine a rational expectations equilibrium model of the corn,
hog, and wheat markets. The general point is that a rational expecta-
tions equilibrium of industries that use each others outputs as
inputs is technically equivalent with the solution of an interrelated
factor demand problem in which the laws of motion for states
characterizing each one of the industries.dynamically interact in
interesting ways with the states of all the other industries. Thus,
the internal logic of these models tends to propel the analyst toward
an even more extended general equilibrium formulation. In any given
application, the researcher will have—to choose what laws of motion
he takes as given from outside the model, for the purposes of the
analysis at hand. As our examples indicate, the choice made will
influence substantially the definition of equilibrium to be employed.
Superficially, the corn-hog model of this section nay seem very
much more complicated and difficult to estimate than the Lucas-Prescott
example of section 1. However, to some extent this impression is
illusory, as the number of free parameters of the model of this section
is roughly of the order of magnitude of twice the number for the Lucas—
Prescott example. The lag distributions in (2.24) and (2.25) turn out
to be highly restricted by the theory. Hansen and Sargent [ ] have
described formulas for describing these restrictions in a way that is
convenlent both for analysis and estimation. As a result of such

research, it seems feasible to estimate models with sizable state~spaces

and complicated interrelationships across industries.
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The theoretical and econometric tractability of dynamic systems
with large state spaces is the chief virtue of the linear-quadratic
setups adopted in this paper. These linear-quadratic setups admittedly
sacrifice generality vis-a-vis the methods used by Lucas-Prescott [ |
or Sargent [ ] 'in terms of admissible functional forms for objectives
and constraints, but for practical applications they permit greater
generality vis-a-vis those same altermatives in the sense of easily
accommodating high-order serial dependence in the "forcing functions".
A major goal of recent research by Hansen and Sargent [ ] and Taylor
[ ] is to extend the limits of the dimension of models that can be

2nalyzed and estimated by the above methods.



3. Conclusions

Re-making dynamic econometric practice so that it is consistent
with the principle that agents' consFraints influence their behavior
is a task that is far from finished. Further, properly allowing for
the implications of the principle will surely require abandoning many
presently received ways of interpreting data. A variety of setups can
be imagined that are consistent with the principle. For example, a
variety of variations of the setups of this paper can be imagined in
which agents optimize, but have smaller information sets than have been
attributed to them here. Also, information discrepancies across classes
of agents can be assumed. In many such cases, endogenous variables such
as prices will play an important role ;n conveying information to agents.

In models with dynamics as complicated as those of our examples, these

variations introduce substantial analytical difficulties. To date there

is very little work which investigates the econometric implications of

such complications to setups like ours. With or without these complications,
building a dynamic econometrics that is consistent with our simple principle
from economic tﬁeory is a challenging task. It is sure to require sub-
stantial changes in the ways that applied economists interpret economic

time series.



10’

11.

12,

13.

14,

15.

16.

REFERENCES

Anderson, B.D.O., and J.0.B. Moore, Optimal Filtering, Prentice Hall,
Englewood Cliffs, New Jersey, 1979.

Arzac, E,R, and Maurice Wilkinson, "Stabilization Policies for United
States Feed Grain and Livestock Markets', Journal of Economic
Dynamics and Control, Vol. 1, No. 1, February, 1979, pp. 39-58.

Bertsekas, Dimitri P., "Dynamic Programming and Stochastic Control",
Academic Press, New York, 1976.

Blackwell, David; "Discounted Dynamic Programming," Annals of Mathematical
Statistics 36, 1965, pp. 226-35.

Blanco, Herminio, "Investment Under Uncertainty: An Empirical Analysis",
Ph.D. dissertation, University of Chicago, 1978.

Chow, Gregory, "Multiperiod Predictions from Stochastic Difference
Equations bs Bayesian Methods", Econometrica, 41, Jamuary 1973,
pp. 109-118,

» Analysis and Control of Dynamic Economic Svstems, Wiley

New York, 1975.

Craine, Roger, "Investment, Adjustment Costs, and Uncertainty",
International Economic Review, October 1975.

Crawford, Robert G., "An Empirical Investigation of a Dynamic Model
of Labor Turnover in U.S. Manufacturing Industries", Carnegie-
Mellon University, Ph.D. Thesis, 1975,

Fisher, Franklin M., The Identification Problem in Econometrics,

Friedman, Milton, "The Methodology of Positive Economics", in Milton

Friedman Essays in Positive Economics, Chicago, University of
Chicago Press, 1953.

> A Theory of the Consumption Function, Princeton, N.J., Princeton

University Press, 1957.

Friedman, Benjamin, "Discussion', in After the Phillips Curve: Persistence
J il I nce

of High Inflation and High Unemployment, Federal Reserve Bank

of Boston, Conference Volume 19, 1979,

Friedman, Benjamin, "Optimal Expectations and the Extreme Information
Assumptions of "Rational Expectations" Macromodels", Journal of
Monetary Economics, Vol. 5, No.l, January 1979.

Futia, Carl, "Rational Expectations in Speculative Markets", Manusecript,
Bell Telephone Laboratories, 1979.

Granger, C.W.J., "Investigating Causal Relations by Econometric Models
and Cross-spectral Methods", Econometrica, 37, 1969, pp. 424-438.



17.

18.

19.

20.

21.

22.

23.

24,

25.

26.

27.

28.

29.

30.

31.

32.

Graves, R., and L. Telser, '"Functional Analysis in Mathematical Economics',

University of Chicago Press, Chicago, 1971.

Geweke, John, "Wage and Price Dynamics in U.S. Manufacturing”, in
C.A, Sims, editor, New Methods in Business Cycle Research:
Proceedings From a Conference, Federal Reserve Bank of Minnesapolis,
1977.

Gordon, Donald and A.G. Hynes, "On the Theory of Price Dynamics", in

E.S. Phelps, et. al., Microeconomic Foundations of Employment and
Inflation Theory, New York, Nortom, 1970.

Hansen, L. P., "Large Sample Properties of Genrealized Method of Moments
Estimators! manuscript, 1979.

Hansen, L. P., and T.J. Sargent, "A Note on Wiener-Kolmogorov Prediction
Formulas for Rational Expectations Models", manuscript, 1979.

» "Linear Rational Expectations Models for Dymamically Inter-
related Variables”, in R.E. Lucas, Jr., and T.J. Sargent, eds.,
Rational Expectations and Econometric Practice, University of
Minnesota Press, Mimneapolis, 1980.

» "Formulating and Estimating Dynamic Linear Rational Expectations

Models", forthcoming in Journmal of Economic Dymamics and Control,
1980.

Holt, C., F. Modigliani, T.F, Muth, and H.A. Simon, "Planning Production,
Inventories and Work Force", Prentice~Hall, Englewood Cliffs, 1960.

Huntzinger, R. La Var, '"Market Analysis with Rational Expectations:
Theory and Estimation", Journal of Econometrics, 10, 1979, pp. 127-
145.

Kareken, John A., T. Muench, and N. Wallace, "Optimal Open Market Strategy
The Use of Information Variables'", American Economic Review, 1973,

Kennan, J., "The Estimation of Partial Adjustment Models with Ratiomal
Expectations", Econometrica, forthcoming.

Kushner, Harold, "Introduction to Stochastic Control', Holt, Rinehart,
and Winston, New York, 1971.

Kwakernaak, H., and R. Sivan, "Linear Optimal Control Systems', Wiley,
New York, 1972.

Kydland, Finn and Edward C. Prescott, "Rules Rather than Discretion:
The Inconsistency of Optimal Plans", Journal of Political Economy,
85, 3, June 1977: 473-493.

Leamer, Edward E., "A Class of Informative Priors and Distributed Lag
Analysis'", Econometrica, 40, 1972, pp. 1059-1081.

» Specification Searches: Ad Hoc Inference with Nonmexperimental
Data, Wiley, New York, 1979.




33. Lucas, R. E., Jr., "Econometric Testing of the Natural Rate Hypothesis",
in Otto Eckstein, ed., The Econometrics of Price Determination
Conference, Board of Governors of the Federzl Reserve System,
Washington, D.C., 1972, pp. 50-58.

34. » "Bconometric Policy Evaluation: A Critique", in K. Brunner
and A. H. Meltzer, eds., The Phillips Curve and Labor Markets,
Carnegie~Rochester Conferences on Public Policy 1, North Holland,
Amsterdam, 1976.

35. » "An Equilibrium Model of the Business Cycle", Journal of
Political Economy, December 1975.

36. » "Asset Prices in an Exchange Economy", Econometrica, 1968.

37. Lucas, R. E., Jr., and E. Prescott, “Investment Under Uncertainty",
Econometrica, 39, 1971, pp. 659-681.

38. Lucas, R. E., Jr., and T. J. Sargent, "After Keynesian Macroeconomics",
in After the Phillips Curve: Persistence of High Inflation and
High Unemployment, Federal Reserve Bank of Boston.

39. » "Rational Expectations and Econometric Practice", Introductory
essay to Rational Expectations and Econometric Practice, edited

by R. E. Lucas, Jr., and T. J. Sargent, University of Minnesota
Press, 1980 (forthcoming).

40. Marschak, Jacob, "Econometric Measurements for Policy and Prediction',
in Studies in Econometric Method, edited by William Hood and
I. C. Koopmans, Cowles Foundation Monograph, No. 14, New Haven,
Connecticut, Yale University Press, 1953.

41. Meese, Richard, "Dynamic Factor Demand Schedules for Labor and Capital
Under Rational Expectations", manuscript, 1979.

42. Merton, Robert, "Optimm Consumption and Portfolio Rules in a Continuous
Time Model", Journal of Economic Theory, 3, 1970, pp. 373-413.

43. Modigliani, Franco, “The lionetarict Coitrovercy, or Should We Forsake

Stabilization Policies?" sAmerican Economic Review, 67, (Harch 1977),
PP. 1-19.

44, Mosca, Edoardo and Gilovanni Zappa, "Consistency Conditions for the
Asymptotic Innovations Representation and an Equivalent Inverse
Regulation Problem", IEEE Transactions on Automatic Control, Vol. AC-24,
No. 3, June 1979, pp. 501-503.

45. Mortensen, Dale, "Generalized Costs of Adjustment and Dynamic Factor
Demand Theory", Econometrica, 41, 1973, pp. 657-665.

46. Muth, J. F., "Optimal Properties of Expomentially Weighted Forecasts",
Journal of the American Statistical Association, 1960, Vol. 55,
No. 290, pp. 299-306.

47. , "Rational Expectations and the Theory of Price Movements",
Econometrica, Vol. 29, No. 3, pp. 315-335.

[A PO - . ~-1 . - - . . 3
48. Pre:.. i, Tdwaod Co and lacnicl Moo, . cenreive Corpetivivse lgaisibrivme

The Case of Homogeneous Households". Econometrica. (farthcominae).




49.

30.

S1.

52,

Fi)
Wl

54.

55.

58.

59.

60.

6l.

Nerlove, Mare, David M. Grether, and José€ L. Carvalho, Analysis of
Economic Time Series: A Synthesis, Academic Press, New York, 1979.

Nerlove, Marc, "Distributed Lags and Unobserved Components in Economic
Time Series”, in W. Fellner, et. al., Ten Economic Studies in the
Tradition of Irving Fisher, John Wiley, New York, 1967.

Sargent, T. J., "The Demand for Money During Hyperinflations Under

Rational Expectations: I", International Economic Review, 18,
1977, pp. 59-82.

» "Estimation of Dynamic Labor Demand Schedules Under Rational
Expectations", Journal of Political Economy, 86, 1978b, pp. 1009-
1044,

, "Tobin'c a and the Pate ¢f Invactment in General Fandl{ikeiam",
fortheoming in Volume 13 of the Carnegie-Rochester Conference series,
ed. by Karl Brunmer and Allan Meltzer,

Sargent, T. J., Macroeconomic Theory, Academic Press, New York, 1979.

Shiller, R., "Rational Expectations and the Structure of Interest

Rates", Ph.D. dissertation, Massachusetts Institute of Technology,
1972.

, "A Distributed Lag Estimator Derived From Smoothness Priors",
Econometrica, 41, 1973, pp. 775-788.

Sims, C. A., "Money. Income and Causality", American Economic Review,
62, 1972, pp. 3540-532.

» '"Macroeconomics and Reality", Econometrica, forthcoming.

Taylor, John B., "Cutput and Price Stability: An International
Comparison', manuscript, 1978.

, "Estimation and Coantrol of a Macroeconomic Model with Ratiomal
Expectations™, Econometrica, forthcoming.

Zellner, Arnold, An Introduction to Bavesian Inference in Econometrics,
Wiley, New York, 1971.

~



Anderson, Paul A., "Rational Expectations Forecasts from Nonrafional
Models", Journal of Mometary Econmomics, Vol. 5, No. 1, Jam. 1979,
Ppo 67‘80.

Mishkin, Frederic S., "Simulation Methodology in Macroeconomics: An
Innovation Technique'", Journal of Political Economy, Vol. 87,
No. &4, August 1979, pp. 816-836.

Fischer, Stanley, "lLong-Term Contracts, Rational Expectations, and the
Optimal Money Supply Rule", Journal of Political Economy, 85,

Hall, Robert E., "The Macroeconomic Impact of Changes in Income Taxes
in the Short and Medium Runs", Journal of Political Economy, 86,
April 1978, pp. S71-S85.

Phelps, E. S. and John B, Taylor, "Stabilizing Powers of Monetary
Policy under Rational Expectations", Journal of Political Economy,
85, Feb. 1977, pp. 163-190.

Sargent, T. J. and Neil Wallace,"'Rational' Expectatioms, the Optimal
Monetary Instrument, and the Optimal Money Supply Rule", Journmal
of Political Economy, 83, April 1975, pp. 241-254.

Sargent, Thomas J., "A Note on the Accelerationist Controversy", Journal
of Money, Credit, and Banking, Vol. III, No. 3, Aungust 1971,
PP. 721-725.

Almon, Shirley, "The Distributed Lag Between Capital Appropriations and
Expenditures"”, Econometrica, Vol. 33, 1965, pp. 178-196.

Koyek, L. M., Distributed lLags and Investment Analysis, North-Holland,
Amsterdam.

Cagan, Phillip, "The Monetary Dynamics of Hyperinflation". In Studies
in the Quantity Theory of Money (M. Friedman, ed.), Chicago:
University of Chicago, 1956, pp. 25-117.

Jorgenson, Dale W., "Rational Distributed Lag Functions", Econometrica,
Vol. 34, 1966, pp. 135-149.

Lucas, R. E., Jr., "Expectations and the Neutrality of Money", Journal
of Economic Theory, 4, April 1972, pp. 103-124.




1.

Yy

3.

FOOTNOTES

Examples of work in the general line are Taylor [59, 60], Meese {41],
Kennan [27], Crawford [ 9], Blanco [ 5], Huntzinger [25], Nerlove, Grether
and Carvalho [49], Craine [ 8], Geweke [18], Hansen and Sargent [21, 22,

23], and Sargent [51, 52].

The papers by Pzul Anderson [ ] and frederick Mishkin { ] scewn at

least partly motivated by this interpretation.

The set of ideas I discuss in this paper has perhaps received most
notoriety in the context of macroeconomic examples. In particular,
substantial attention has been devoted to the sample economies of Lucas

[ ] and Sargent and Wallace [ ] in which those systematic nomneutralities
that come from imputing persistently suboptimal expectations to agents

were shown to disappear when the hypothesis of rational expectations

was imposed on agents. Crudely but, certain classes of systematic

monetary policies, in particular those which operate solely via deception,
were rendered impotent in the Lucas and Sargent and Wallace examples.

Since the publication of these papers, many papers have been published

that have described setups in which the choice of systematic policy
matters, even when rational expectations prevail. These papers usually
invoke a source of nommneutrality not based on deception, of which there

are many in standard macroeconomic theory. Papers of this class have
often been interpreted as providing a defense of "pre-ratiomal expectations"
activist policies along lines that were produced by calculating optimal
controls for Keynesian econometric models of the style of the late 1960's.
In fact, no such defense ié implied partly‘because the methods by which
optimal controls for government pelicy variables are calculated is very
different in all rational expectations models from the procedures that

were applied to pre-rational expectations models, but also because the



ways in which econometric estimates are to be comnstructed for rational
expectations models, with or without neutralities, differ substantially

from the methods applied to the Keynesian models of the 1960's. The

main point of the Lucas [ ] and Sargent and Wallace [ ] examples is

that substituting the assumption of rational expectations for "adaptive"
expectations makes a critical difference for the methods both by which

we should evaluate and optimally choose government policies. That

same message is present in the papers of Phelps and Taylor [ ], Fischer

[ ], and Hall [ ], even if superficially the differences in some
qualitative features of the optimal policies under the two assumptions

on expectations may have seemed less dramatic than in Sargent and

Wallace's example or Lucas's.

Using the methods of discounted dynamic programming (e.g. Blackwell [ &41),
theoretical results establishing existence and uniqueness of equilibria

and various qualitative features of the equilibria can often be obtained for
"weak" or "general" assumptions such as that utility is concave, comstraint
sets are convex and monotone in shift variables, and so on. Lucas and
Prescott [37] and Lucas [36] give interesting illustrations of these methods.
These techniques were also used by Sargent [53] to make some general
observations on interpreting time series correlations between "Tobin's q"
variable and the aggregate rate of investment. However, for applied work,
it is necessary to be able to calculate equilibria as a function of the free
parameters of preferences and constraints, and it is highly desirable if the
equilibria can be calculated easily. While for general functional forms,

it is in principle possible to calculate equilibria of recursive competitive
models using a contraction mapping, in practice such methods are presently
too expensive to use in empirical work. For this reason, for empirical work
it is presently necessar& to choose functional forms for which equilibria

can be calculated either amalytically or "very quickly". Linear-quadratic



specifications are one of the few such choices of convenient functional
forms available. (Various versions of logarithmic specification are also
sometimes tractable, e.g. Merton [42]). A valuable treatment of recursive
competitive equilibrium models with general specifications of functional

forms is Prescott and Mehra [48].

I shall impose the condition that the zeroes of Séz), Bu(z),
deteD(Z) and det ¢ (z) each exceed unity in modulus. Actually, 2
weaker condition would suffice, namely that the zeroes of these
polynomials each exceed ¥ B in modulus, where B is the discount
factor introduced below., These conditions on the zeroes are
regularity conditions that assure that the infinite series calculated

on page below converge.

X

An (n x 1) vector white noise Ve is said to be fundamental

for an (r x 1) vector process x_ 1if the vector of one-step-

t

ahead linear least squares errors in predicting x, from past

-
a

s can be written as a linear combination of the 1 ccrporcente o 7.

-

1

X
T +the mocdels of both sections 1 and 2, simple static demoul funcrlons
are posited. As a result, all of the interesting dynamics of tiie models
comes from their supply sides. Specifying 2 demand schedule with
interesting dynamics would complicate the presentation, but not alter

the basic messages of our examples. Graves and Telser [17] analyze
dynamic optimization problems in which much of the interesting dynamics
comes from a demand curve that is specified. Sargent [54, Ch. 16]
analyzes a model of the labor market in which the dynamics are influenced
by nontrivial dynamic optimization problems so%ved by both suppliers

and demanders.

It would be straightforward to modify this setup to assume that
the {W, u, €, D} processes are each finite order mixed moving
average, autoregressive processes. TFor the details, see Hansen and

Sargent [21].
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These variables completely characterize the "state" vector for the
firm's problem. We have in mind that the firm actually has observations
on values of K, k, W, D, ¢, and u for all dates t and earlier.

It turns out that the firm's decisions are optimally a function only

of the information set listed in the text.

It is assumed that each of Vz, V:, Vg and Vi is orthogonal

to the information set {Wt-s’ U oo Dt-s’ €rog? S > 1},

This is because we want the stochastic difference equations describing
the behavior of the system to be linear, and thereby to be readily
susceptible to econometric analysis.

That the solution to the problem is of this form follows from

linear optimal control theory. See Kushner [24, Chapter 9],
Bertsekas [ 3, Chapter 3], Sargent [54;”Chapter XIV}, or

Kwakernaak and Sivan [29].

For a discussion of the use of lag operators in the present context,
see Sargent [54, chapters IX and XIV].

In effect, the transversality condition compels us to solve the
unstable root forward in this manner.

As noted above, we shall want the relevant conditional expectations
to be linear. So we shall regard the E(- | Q) that appears in
(15) and elsewhere as wide~sense conditional expectations, that

is, linear least squares predictors. This amounts to restricting

the firm to linear decision rules, as desired.

The parameters B and n also belong in this list of underiying
parameters of the model. I shall usually delete these two parameters
from subsequent listings of the model's underlying parameters, though
they should be understood. In some applications, the analyst may
want to specify counterparts of B8 and n completely 2 priori, in
which case they would not be included among the “free parameters” of

the model over which the likelihood function or other measure of "fit"



i7. The following argument in the text provides a way of "discovering"
Lucas and Prescott's [37] method of calculating the rational expectation:
equilibrium by formulating a fictiticus social planning problem that
reproduces the equilibrium. It is worth remarking that Kydland and
Prescott [30] describe a recursive method of calculating a linear
rational expectations equilibrium that is applicable to our
problem and is distinct from the Lucas-Prescott method upon which
the discussion in tﬁe text is based. Kydland and Prescott's method
successfully computes the equilibrium even in instances in which
the Lucas-Prescott method breaks down. These instances occur, for
example, in which there is feedback from the industry-wide aggregate
capital stock K to W or D, as would occur if lagged K's appeared
as states in the Markov law for W or D. 1In such instances, Lucas
and Prescott's social planning problem fails to reproduce the rational
expectations equilibrium essentially because the fictitious planner
takes into account the “externality" that the feedback from K to

W or D constitutes.

18. This was emphasized in a more general contcxt by Lucas and Prescott
[30].

19. It can also be proved that the transversality condition for (17)
imposes the same condition on the soluticn as does the transﬁersality
condition of the representative firm.

20. This follows directly from the observation that if z, is a

zero of 1 - (1 + B.l + Alfz nd-l)z + 5-122], then so is Szgl.

21. >cte that the ecuation (2.19) satisfies the first-order nececsar;
conditions for the optimization problem but gives the "planmer' too
much information (it is "anticipative”™ or "nonrealizable"). The
correct solution to the problem taking the information set available

\
to the "planner" into account is the solution of the first-order

necessary conditions that expresses Kt+

; as @ function only of
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information that the planner posscsses at time ¢t. Such a solution

is said to be "realizable" or "nonanticipative".

By expanding the polynomial in L, it is possible to show

that
-1 -1 r~-1 I S 3
L (1—6(1331 s(LY) 5(;3)-1 [z ( = (AB)k 3 15k)LJJ
1-ABL i=0 k=j+l

T
where O(L) = I - I 6

ij. Notice that the polynomial cn the left
=1 ‘

side of (*) is one sided in nonnegative powers oi L, cespite the
appearance of L-l, and that it is a polynomial of order (r-1), as
asserted in the text. The formula (*) can be derived by mimicking the
procedures used in Hansen and Sargent {23]. The same mathematical
techniques used by Hansen and Sargent [23] to derive expressions like
(21) or (*) were independently utilized by Futia [15] to compute
linear rational expectations equilibria. Also, without knowing

of Hansen and Sargent's work, John Kennan independently derived
formulas similar to (*) in & personal letter to me.

From this point of view, it is irrelevant whether Granger causality
is consistent with one's notion of what "true" causality is. Christopher
Sims [57] has described the relationship of the concept of Granger
causality to that of strict econometric exogeneity. That a random
process y £fail to Granger—cause x is & necessary condition for

x to be strictly econometrically exogenous with respect to vy.

For this reason, the concept of Granger causality is also useful in
designing specification tests. For a discussion éf the relationship

between Granger causality and econometric exogeneity in the context

of linear rational expectations models, see Hansen and Sargent [23].
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Thus Franklin Fisher wrote: "In practice, except for such covariance
restrictions [across disturbances in distinet structural equations],
restrictions which relate the parameters of one equation to those of
one or more others are extremely rare. There is no reason in principle
why such cases cannot occur, however, and it may be worthwhile devoting
a very short discussion to them." [10, p. 176].

By now, this is a routine and uncontroversial definition of an
"intervention". Applications of the techniques of optimal control
theory to the calculation of macroeconometric and microeconometric
policy response functions employ precisely this concept of intervention
(see e.g. Chow [6], Taylor [60], Karekem, Muench, and Wallace [26],

and Arzac and Wilkinson [2].}

For example, if it becomes a cartel when before it had been

competitive or nomncooperative in some way.

A technical qualification needs to be added at this point. In

order to have a model capable of predicting effects of interventions
acting on the ¢&'s, one can sometimes get by without having

uniquely identified the parameters {A, £, d}. What the researcher
must identify are the parameters of the characteristic polynomizal

of the Euler equation (16), namely the parameters o> 1 in

[6d = (@1+8) + 4F%0L + a®] = Tge; + oL + ¢,17]

where ¢l = d, and —¢0 = (d(1+R) + Alfzns). The theory assumes

that the ¢j's will be invariant with respect to interventions

on the ¢&'s. If the researcher can uniquely identify the ¢j's,

he can proceed with econometric policy evaluation, even if he cannot
uniquely identify all of (Al, £, d). In some setups, the parameters
of the characteristic polynomials of the Euler equations are identified

even though only an equivalence class of the counterparts of (A

s £ D
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is identified. This is emough for econometric policy evaluation to B
proceed. This problem is discussed by Hansen and Sargent [22]. It

is technically related to the "inverse optimal control" problem

(see Mosca and Zappa‘j44]).

This message is at least implicit in the work by Lucas and

Prescott [37]. Gordon and Hynes [19] made the argument in an informal
way. Lucas [34] forcefully brought the message to the attention

of macroeconomists.

However, some economists continue to argue that existing macro-
econometric models can be used to prediet the effects of such

arbitrary sequences. (See Friedman [13]).

See Benjamin Friedman [14] and Franco Modigliani [43].

See Anderson and Moore [l1]. The Kalman filter provides a model of
Bayesian learning about the &'s where the initial prior and the
posteriors are multivariate normal. However, as Lars Hansen points

out to me, normal posteriors for the 6&'s are inadmissible for dynamic
models of the class described here. This is because the dynamic
optimization problems we consider may be ill-posed for points in the
parameter space of §&'s for which the zeroes of det §(z) are less than
Y8 in modulus. Only priors and posteriors that assign zero probability
to this region of the parameter space are in general admissible for

our problems. This rules out multivariate normal distributions. Taking
account of this admissibility constraint severely complicates the task
of building a model of optimal learning about the 6°'s.

Further, notice that if the decision rule$ could be calculatéd in closed
form under uncertainty about the &'s, the resulting time series models
would have time-varying coefficients and so be non-stationary. Even

if calculating the decision rules were a tractable tdsk under uncertainty
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about the &'s, the loss of stationmarity that it would imply might
well be a price that the applied economist would not be prepared
to pay even in exchange for the ''greater realism" of the learning

assumption.

This is a consequence ofvthe fact that the representative firm

views itself as playing a dynamic "game against nature", and

so finds it optimal to use a nonrandom strategy, that is, a

strategy that can be expressed as an exact function of its infor-

mation variables and other state variables.

This is a version of the model of the error term analyzed 'by

Hansen and Sargent [23] and Sargent [52].

We have assumed that V: and V: are the "innovations" or ouse-step-—
ahead errors in predicting €, and u,  on the basis of observations

on all variables in agents' information set at time t-1 (see footnote

6). This implies that V§+1 is orthogonal to all variables on the

right side of (25). 1f we assume that Vt is orthogonal to VE,

it alco impiics that Vt is orthogonal to Yu. Imposing t.at

Vg is orthogonal to D1t amounts to assuming that Dlt is strictly
exogenous in (26), which is stronger than the Granger causality assumptions
already imposed on D,,, namely, that except for lagged D's, no other
variables in the modél Granger—-cause Dlt'
There is a singular class of exceptions to this statement. In

the special case that

+) E Dlt+j!{Dt-s}s_o =E D1c+j({D2t-s}s=0

for all j > 1, Dlt's will appear in the demand schedule but not
in the supply schedule. The condition (+) is usually thought to

be exceedingly-unlikely for any economic time series {Dlt}.

These remarks about identification should be compared to Milton -

Friedman's discussion [11] of the conditions needed for "supply"

and "demand" to provide a useful categorization of the factors
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impinging on price and output. Friedman argued that the categori-
zation was useful to the extent that it effectively sorted forces

acting on price and output into mutually exclusive categories.

The fact that the demand curve excl . :s some variables that appear

in the supply schedule is due to the static specification for the
demand curve. This feature of the model would not survive a variety
of alterations that might plausibly be used to introduce dynamics into
the demand curve. For example, if the demand schedule involved
expected future prices as arguments, all variables that help to
predict future prices would appear in the econometrically operational
expression for current P, that would correspond to (26).

'This characteristic of identification in rational expectations models
has been noted in various contexts by several authors including Lucas
[35] and Sims [58].

See Hansen and Sargent [23] for a discussion of the details.

This restriction was criticized by Iucas [ ] and Sargent [ ]

for essentially the same reasons given here.

A point related to that raised in footnote 29 is relevant here.
Priors and posteriors that assign positive probability to points
in regions for which zeroes of det 6{z) are less than VB

in modulus are inadmissible. This is because under such distributions,
for some regions in the parameter space with positive probability,
the dynamic optimum problems are not well posed. Taking this into
account would substantially complicate the analysis since it would
involve using mathematically less tractable distributions..

This model of the error term was originally proposed by Shiller [55]
in a related but somewhat different context. The model was

applied in the present context by Hansen and Sargent [23]. Nerlove,

Grether and Carvalho [49] also recommend.Shiller's model of the

error term.
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See Hansen and Sargent {23].

Again, see Hansen and Sargemt [23].

Under regularity conditions provided by Hansen [20], the estimators
of the underlying parameters are shown to be consistent, and

most efficient within a restricted class of estimators. Hamsen's
discussion of the conditions for consistency, which also has
implications for the conditions for consistency of maximum likeli-
hood estimators, is at this date the key reference on issues of
statistical consistency in linear rational expectations models.

I assume that each of the innovations

{V;t’ V?n’ VE:’ vgt’ Vﬁt’ v;t’ Vit’ v}:t}

is orthogonal to the information set

c c . 1
{W?.s’ Wf-s’ ﬁl_s, D:-s’ ®ht-s’ Set-s’ “ht-s’ Set-s’ © z i

This can be established as follows. First, obtain the Euler equations
for the social planning problem of maximizing (29). Next, obtain the
Euler equations for the optimum problems (20) and (21) of the
representative hog and corn farmers, respectively. Upon using

Kht = nkht’ and Kct = mkct to eliminate kht and kct from the
representative firms' Euler equations in favor of Kht and Kct’ it
will be noticed that the resulting equations are the Euler equations
of the social planming problem. This argument parallels that used

in section 1. Furthermore, it can be demonstrated that the trans-
versality conditions of the planning problem and the representative

firms' problems also match up.
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4As I have interpreted the models described in this paper, agents
are regarded as using a long list of state variables to forecast
future prices. A criticism of this interpretation of the models,
which is called to mind by the naming of commodities as “corn"
and "hogs", might be that it ignores the existence of futures
markets which confront agents with prices at which they can
purchase or sell for future delivery. So maybe agents are being
moéeled as having to forecast too much. In the presence of a
sufficiently large set of markets in state contingent futures
claims, agents would have to do no forecasting. It would be a
more or less standard application of the Arrow-Debreu apparatus
to reinterpret the current models as ones in which there is a
complete set of Arrow-Debreu contingent claims markets. Lucas
and Prescott [ ] and Sargent [ , pp. 376-7] provide examples
of such reinterpretations in related contexts. So there is a
limited semse in which the models described here can accomodate
futures markets, limited because the models seem to explain

"too many" such futures markets.



