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In modern developed economies, goods and assets are 
traded across national borders, so that events in one coun-
try generally have economic repercussions in others. Inter-
national business cycle research focuses on the economic 
connections among countries and on how much of an im-
pact these connections have on the transmission of aggre-
gate fluctuations across various countries. In academic 
studies, this focus is expressed in terms of the volatility 
and comovements of international time series data. Exam-
ples include the volatility of fluctuations in a country's 
balance of trade, the correlation of the trade balance with 
the country's output, the correlation of output and con-
sumption across countries, and the volatility of prices of 
goods produced in a country and elsewhere. 

A large and growing number of studies consider inter-
national business cycles from the perspective of dynamic 
general equilibrium theory. In closed-economy studies, 
models based on this theory have been able to account for 
a large fraction of the variability of a country's aggregate 
output and for the relative variability of its investment and 
consumption; see, for example, Prescott's (1986) review. 
In public finance studies, similar models have assessed the 
impact of fiscal policy on a country's aggregate output, 
employment, and saving; the work of Auerbach and Kot-
likoff (1987) is a prominent example. In international 
macroeconomic studies, this approach has been able to ac-
count for some of the notable features of international da-

ta: for example, the time series correlation of saving and 
investment rates (Finn 1990; Cardia 1991; and Baxter and 
Crucini, forthcoming), the countercyclical movements of 
the trade balance (Mendoza 1991; Glick and Rogoff 1992; 
and Backus, Kehoe, and Kydland, forthcoming), and the 
relation between the trade balance and the terms of trade, 
or the relative prices of goods across countries (Smith 
1993; Backus, Kehoe, and Kydland, forthcoming; and 
Macklem, forthcoming). 

These efforts illustrate the insights that dynamic general 
equilibrium theory has contributed so far and is likely to 
continue to contribute. However, the most important as-
pects of this line of work for future research are those for 
which the theory remains significantly different from the 
data. Here we describe in detail two such discrepancies. 

One concerns the relations between aggregate quan-
tities in various countries. We examine cross-country co-
movements of output, consumption, and other aggregates 
in the natural extension of Kydland and Prescott's (1982) 

•This article is a revision of a chapter prepared for a book, Frontiers of Business 
Cycle Research, edited by Thomas F. Cooley, to be published by Princeton University 
Press (Princeton, N J.). The article appears here with the permission of Princeton Uni-
versity Press. The authors thank Tom Cooley, John Donaldson, Tiff Macklem, Klaus 
Neusser, Patricia Reynolds, Julio Rotemberg, Gregor Smith, and Kei-Mu Yi for helpful 
comments on earlier drafts and the National Science Foundation and the Center for 
Japan-U.S. Business and Economic Studies NEC faculty fellowship program for finan-
cial support. The authors hope to make their data available shortly in machine-readable 
format. 
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closed-economy model to an international setting. In this 
extension, agents in the two countries produce and trade 
a single good. Fluctuations are driven by exogenous 
movements (or shocks) in productivity. Although the the-
ory mimics some features of the data, it does poorly with 
the international comovements. Using parameters for the 
stochastic process for productivity shocks that we estimate 
from data for the United States and a European aggregate, 
we find that cross-country correlations of output are larger 
than such correlations of consumption and productivity 
shocks. In the model, however, the shocks produce output 
fluctuations that are less highly correlated than fluctuations 
in consumption and productivity shocks. The ranking of 
output, consumption, and productivity shock correlations 
in the model is extremely robust: it survives several large 
changes in several of the model's parameters. Since these 
differences between theory and data are relatively insen-
sitive to the choice of parameter values and even the 
model's structure, we term them collectively the consump-
tion/output/productivity shock anomaly, or simply the 
quantity anomaly. 

The other discrepancy we describe here concerns the 
terms of trade. To examine fluctuations in this relative 
price of imports to exports, we extend the theoretical mod-
el to allow the outputs of the two countries to be imper-
fect substitutes. This extension, of course, allows the rel-
ative price of the two goods to differ from 1. In the data, 
fluctuations in the terms of trade in the industrialized 
.world have been very persistent and highly variable. These 
properties, and similar properties of the real exchange rate, 
are perhaps the most widely studied issues in international 
macroeconomics. We find that the model generates fluctu-
ations in the terms of trade as persistent as such fluctua-
tions are in the data, but much less variable. If we lower 
the model's substitutability of foreign and domestic goods, 
we can increase the variability of the terms of trade, but 
this comes at the expense of reducing the variability of 
imported and exported goods far below that in the data. 
We call this second discrepancy the price variability anom-
aly, or more simply, the price anomaly. 

The quantity and price anomalies pose a challenge for 
international business cycle research. With them in mind, 
we follow their description with a review of a rapidly ex-
panding body of work aimed at these and other issues, 
and we speculate on directions future work might take. 
Notable extensions of the theory include adding nontraded 
goods, making markets incomplete, including money, and 
making firms imperfectly competitive. Unfortunately, none 

of these extensions has yet to provide a persuasive resolu-
tion of the quantity and price anomalies. 

Quantities 
Evidence. . . 
We begin by reviewing some of the salient properties of 
business cycles in and across countries. These features of 
the data serve as a basis of comparison with theoretical 
economies. As described here, these properties refer to 
moments of Hodrick-Prescott filtered variables.1 Our data 
are from three publications: Quarterly National Accounts 
and Main Economic Indicators, published by the Orga-
nisation for Economic Co-operation and Development 
(OECD), and International Financial Statistics, published 
by the International Monetary Fund (IMF). 

• Within Countries 
Table 1 displays some properties of business cycle expe-
rience between 1970 and mid-1990 in 10 developed coun-
tries and a European aggregate constructed by the OECD. 
We focus on three features of a set of common macroeco-
nomic time series: volatility, measured by standard devia-
tions; persistence, measured by autocorrelations; and co-
movement, measured by correlations. 

With respect to volatility, we can see both similarities 
and differences. Internationally, consumption has generally 
had about the same standard deviation, in percentage 
terms, as output; investment in fixed capital has been from 
two to three times more volatile than output; and employ-
ment has been somewhat less volatile than output. The 
magnitudes of these fluctuations, however, have differed 
across countries. The standard deviation of output fluctua-
tions ranges from a low of 0.90 percent in France to a 
high of 1.92 percent in Switzerland and the United States. 
We also find some differences in consumption volatility. 
Similarly, the standard deviation of consumption, relative 
to that of output, ranges from 0.66 in Australia to 0.75 in 
the United States to 1.15 in the United Kingdom. The 
consumption numbers are larger than those generally re-
ported in studies of the United States, partly because con-
sumption in this data set includes expenditures on con-
sumer durables. If we exclude durables, which the data let 
us do for only five countries, the volatility ratios fall from 
0.75 to 0.52 for the United States, from 0.85 to 0.59 for 
Canada, from 0.99 to 0.77 for France, from 0.78 to 0.61 

'For descriptions of the Hodrick-Prescott filter and its relation to others, see Pres-
cott 1986 and King and Rebelo 1989. 
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Table 1 
Business Cycles in 10 Developed Countries* 
1970—mid-1990 

Volatility 

Standard 
Deviation 

Ratio of Standard Deviation 
to That of Output 

Persistence: 
Comovement: Correlation With Output 

Country Output 
Net 

Exports Consumption Investment 
Government 
Purchases Employment 

Productivity 
Shock 

correlation 
of Output Consumption Investment 

Government 
Purchases 

Net 
Exports Employment 

Productivity 
Shock 

Australia 1.45% 1.23% .66 2.78 1.28 .34 1.00 .60 .46 .68 .15 -.01 .12 .98 

Austria 1.28 1.15 1.14 2.92 .36 1.23 .84 .57 .65 .75 - .24 - .46 .58 .65 

Canada 1.50 .78 .85 2.80 .77 .86 .74 .79 .83 .52 - .23 - .26 .69 .84 

France .90 .82 .99 2.96 .71 .55 .76 .78 .61 .79 .25 -.30 .77 .96 

Germany 1.51 .79 .90 2.93 .81 .61 .83 .65 .66 .84 .26 -.11 .59 .93 

Italy 1.69 1.33 .78 1.95 .42 .44 .92 .85 .82 .86 .01 -.68 .42 .96 

Japan 1.35 .93 1.09 2.41 .79 .36 .88 .80 .80 .90 -.02 -.22 .60 .98 

Switzerland 1.92 1.32 .74 2.30 .53 .71 .67 .90 .81 .82 .27 -.68 .84 .93 

United Kingdom 1.61 1.19 1.15 2.29 .69 .68 .88 .63 .74 .59 .05 -.19 .47 .90 

United States 1.92 .52 .75 3.27 .75 .61 .68 .86 .82 .94 .12 -.37 .88 .96 

Europe 1.01% .50% .83 2.09 .47 .85 .98 .75 .81 .89 .10 -.25 .32 .85 

* All data are quarterly and have been detrended with the Hodrick-Prescott filter. All but net exports have also been logged. The specific variables included are real output; real 
consumption; real tixed investment; real government purchases; the ratio of net exports to output, both measured in current prices; civilian employment; and a productivity shock, 
which is the Solow residual, as defined in equations (1) and (2). 
Sources of basic data: OECD and IMF 

for Italy, and from 1.15 to 0.96 for the United Kingdom. 
Some of these differences almost certainly reflect differ-
ences in the procedures used to construct aggregate data, 
but more work is needed before we can quantify the im-
pact of disparities of measurement. In terms of persistence, 
we see that in all countries the autocorrelation of output 
has been fairly high (close to 1). It ranges from 0.57 for 
Austria to 0.90 for Switzerland. 

The volatility of employment has varied even more: the 
ratio of the standard deviation of employment to that of 
output ranges from 0.34 in Australia to 0.86 in Canada to 
1.23 in Austria. At least some of this disparity appears to 
reflect international differences in labor market experience. 
Burdett and Wright (1989) and Blackburn and Ravn 
(1992) note that in the United States fluctuations in total 
hours worked are largely the result of movements in em-
ployment, while in the United Kingdom the total hours 

16 

fluctuations are primarily due to changes in hours per 
worker. Note that employment has been positively corre-
lated with output—or procyclical—in all 10 countries, but 
the magnitude of the correlation varies substantially across 
countries. 

The last variable in Table 1 is what we call the pro-
ductivity shock. It is the Solow residual, z, as defined 
implicitly in the Cobb-Douglas production function: 

(1) y = zkV~Q 

where y is output, k is the stock of physical capital, and n 
is employment. This allows us to compute the Solow re-
sidual, in logarithms, by 

(2) log(z) = logOO - [91og(k) + (l-e)log(n)]. 
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We set the parameter 0 equal to 0.36, as explained below. 
Since comparable capital stock data are not available quar-
terly, we omit the capital part of the expression. This 
omission is probably not a problem, since the capital stock 
contributes very little to the cyclical fluctuations of output; 
see, for example, Kydland and Prescott 1982, Table 4. 
Productivity shocks, by this measure, are strongly pro-
cyclical, but their volatility is generally less than that of 
output. 

Two exceptions to this tendency for aggregate variables 
to move procyclically are government purchases and our 
measure of the trade balance, the ratio of net exports to 
output (which we will hereafter call simply net exports). 
Government purchases are procyclical in seven countries 
and countercyclical in three, but the correlations are small 
everywhere. Net exports, however, is countercyclical in all 
ten countries, although both its standard deviation and its 
correlation with output vary substantially across countries. 

• Across Countries 
Table 2 displays statistics with more of an international 
flavor: It shows the correlations of each economic variable 
across countries. 

In the first column, we list the correlation of output 
fluctuations between each country and the United States. 
These vary in magnitude but are all positive. The largest 
is 0.76 for Canada. The correlations for Japan and the ma-
jor European countries lie between 0.40 and 0.70. 

Table 2 also includes correlations of consumption, in-
vestment, government purchases, employment, and pro-
ductivity shocks across countries. With respect to con-
sumption, the correlations are smaller than those of output 
for every country, but the difference is large only for Aus-
tralia. The consumption correlation between the United 
States and the European aggregate, for example, is 0.51, 
while the output correlation is 0.66. Most of the correla-
tions of investment, employment, and productivity shocks 

Table 2 
International Comovements* 
1970—mid-1990 

Correlation of Each County's Variable 
With the Same U.S. Variable 

Country Output Consumption Investment 
Government 
Purchases Employment 

Productivity 
Shock 

Australia .51 - .19 .16 .23 - .18 .52 

Austria .38 .23 .46 .29 .47 .17 

Canada .76 .49 - .01 - .01 .53 .75 

France .41 .39 .22 - .20 .26 .39 

Germany .69 .49 .55 .28 .52 .65 

Italy .41 .02 .31 .09 - .01 .35 

Japan .60 .44 .56 .11 .32 .58 

Switzerland .42 .40 .38 .01 .36 .43 

United Kingdom .55 .42 .40 - .04 .69 .35 

Europe .66 .51 .53 .18 .33 .56 

* All data are quarterly and have been detrended with the Hodrick-Prescott filter. For definitions of the variables, see the note on Table 1. 
Sources of basic data: OECD and IMF 
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are also positive. Productivity shocks are generally less 
highly correlated across countries than output is, though 
in our data, the differences are generally small. Finally, 
the cross-country correlations of government purchases 
vary in sign but, again, are generally small. 

We summarize briefly. Despite some heterogeneity in 
international business cycle experience across the major 
industrialized countries over the last 20 years, most of the 
regularities emphasized in Kydland and Prescott's (1982) 
closed-economy study stand up. Among the statistics that 
capture comovements across countries, remember this re-
lationship: The cross-country correlations of output are 
larger than those of consumption and productivity shocks. 

... vs. Theory 
• A Model 
Now let's compare these properties of international busi-
ness cycles to those of a theoretical world economy. 

We start with an economy in which agents in two 
countries produce a single homogeneous good. The struc-
ture is a streamlined version of that in Backus, Kehoe, and 
Kydland 1992; here we have eliminated inventory accu-
mulation and leisure durability. This is a two-country ex-
tension of Kydland and Prescott's (1982) closed-economy 
real business cycle model. 

In the model here, each country is represented by a 
single agent. The preferences of the representative con-
sumer in country i, for i = 1, 2, are characterized by an 
expected utility function of the form 

(3) u, = E^JU(clt,\-nlt) 

where cit and nit are consumption and employment in 
country i and U{c,\-n) = [c^l-n^ni-y). 

The single good is produced in each country with 
inputs of capital, k, and domestic labor (employment), n, 
and influenced by the productivity shocks, z. Output in 
country i is 

(4) yit = zltF(klt,nlt) 

where F(k,n) = £V~0, so that (4) is the same relation as 
(1), which we used to construct Solow residuals. Since the 
two countries produce the same good, the world resource 
constraint for the good is 

(5) E / W f e ) = E J i t ^ n " * ) 

where xit is the amount of the good allocated to fixed cap-
ital formation (or investment) and git is government pur-
chases, both for country i. Net exports in country i is, 
then, 

(6) nxit = yit - (cit+xit+git) 

which is the difference between the goods produced and 
the goods used. 

Capital formation incorporates the time-to-build struc-
ture emphasized by Kydland and Prescott (1982). Addi-
tions to the stock of fixed capital require inputs of the 
produced good for J periods, or 

(7) kil+l = (\S)ku + sjf 

(8) 4+i = 4+1 

for y = l , / - 1, where 8 is the depreciation rate and 
s/t is the number of investment projects in country i at 
date t that are j periods from completion. We denote by 
ty, for ..., J, the fraction of value added to an invest-
ment project in the yth period before completion. We set 
<|)• = 1//, so that an investment project adding one unit to 
the capital stock at date t + 1 requires expenditures of \/J 
for the J periods before t+l. Fixed investment at date t is 

(9) x, = 

which is the sum of investment expenditures on all exist-
ing projects. 

The vectors zt = (zlt,z2t) and gt = (gu,g2t) are stochastic 
shocks to productivity and government purchases, respec-
tively, that we model as independent bivariate autoregres-
sions. The productivity shocks follow 

(10) zt+l=Az, + ez
t+l 

where the innovations ez = (8 ,̂8 )̂ are distributed normally 
and independently over time with variance Vz. The corre-
lation between the productivity shocks, zl and z2, is deter-
mined by the off-diagonal elements of A and Vz. Similar-
ly, shocks to government purchases follow 

(11) gt+1=Bgt + ef+1 

where eg = (ef ,ef) is distributed normally with variance Vg. 
The productivity shocks, z, and the government spending 
shocks, g, are independent. 
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Defining a competitive equilibrium for this economy 
with complete contingent claims markets is straightfor-
ward, but notationally burdensome. In the equilibrium, 
consumers use contingent claims markets to diversify 
country-specific risk across states of nature. By so doing, 
consumers end up equating the marginal utility of con-
sumption across countries. Such an equilibrium is, of 
course, Pareto optimal, and we can characterize the equi-
librium allocations by exploiting this feature. We com-
pute, in particular, the equilibrium associated with the 
optimum problem: maximize ux + u2 subject to the tech-
nology and the resource constraint. In this optimum prob-
lem, the marginal utility of consumption is also equated 
across countries for each state of nature; thus, country-
specific risk is optimally diversified. We approximate this 
problem with one that has a quadratic objective function 
and linear constraints. Details of this procedure are de-
scribed in Backus, Kehoe, and Kydland 1992, sec. 2. 

• The Benchmark Experiment 
Quantitative properties of this theoretical economy de-
pend, to a large extent, on the values of the model's pa-
rameters. The parameter values we use in our first experi-
ment are listed in Table 3. With the exception of the pa-
rameters of the shocks to productivity and government 
purchases, these benchmark values are taken from Kyd-
land and Prescott's (1982) closed-economy study. The pa-
rameters of the technology process are based on produc-
tivity shocks (Solow residuals) for the United States and 
an aggregate of European countries, as described in our 
earlier paper (Backus, Kehoe, and Kydland 1992, sec. 3). 
The parameters imply that the productivity shocks are per-
sistent and positively correlated across countries. For the 
time being, we set gt - 0, thereby eliminating government 
purchases from the model. 

Properties of this benchmark world economy are re-
ported and compared to those of the U.S. and European 
economies in Table 4. The entries in the table are means 
of various statistics across 20 stochastic simulations of the 
benchmark economy, each for 100 periods. As with the 
data, the statistics refer to Hodrick-Prescott filtered vari-
ables. 

We find, first, that the volatility of output in this bench-
mark economy is somewhat less than that in the U.S. data, 
but larger than that of the European aggregate, as well as 
some of the individual European countries. The differ-
ences between theory and data, in this respect, are not 
large compared to the differences among countries. The 

Table 3 
The Model's Benchmark Parameter Values 

Type Name Symbol and Value 

Preferences Discount Factor 
Consumption Share 
Curvature Parameter 

Technology Capital Share 
Depreciation Rate 
Time-to-Build 

Forcing Processes Productivity Shocks 

/3 = 0.99 

l i = 0.34 

7 = 2.0 

0 = 0.36 
8 = 0.025 
J= 4 

A = 
a12 0.906 0.088 

a12 0.088 0.906 

vare( = var e[ = 0.008522 

corr = 0.258 

Government Purchases gt=0 

behavior of some of the output components, however, dif-
fers substantially from the data. Hie variability of con-
sumption relative to output is smaller in the model than it 
is in the U.S. data when durables are included (0.42 vs. 
0.75). Since the model disregards durability, a comparison 
with the volatility of U.S. nondurables consumption may 
be more appropriate; with nondurables, most of the dis-
crepancy disappears. (The volatility of U.S. nondurables 
consumption is 0.52.) Investment, however, is more than 
three times more variable relative to output in the model 
than in the U.S. data (10.99 vs. 3.27). The standard devia-
tion of net exports is about seven times larger in the 
model than in the U.S. data and much larger than for any 
country in Table 1. Net exports in the model is essentially 
uncorrected with output (with a contemporaneous correla-
tion of 0.01) and is not countercyclical as net exports is in 
all the countries of Table 1. 

We can get some intuition for these properties of the 
model by examining the dynamic responses pictured in 
Charts 1 and 2. These charts illustrate the responses in the 
benchmark economy to a one-time, one-standard-deviation 
increase in the home country's technology innovation £1? 
starting from the steady state. In the charts, the productivi-
ty shock is measured as a percentage of its steady-state 
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Tables 4 - 6 

The Model vs. The Data* 
1970—mid-1990 

Table 4 Nat ional Bus iness Cycles 

Volatility 

Standard Ratio ot Standard Deviation Persistence: 
Deviation to That of Output A Comovement: Correlation With Output 

Auto-
Net Productivity correlat ion N e t Productivity 

Economy Output Exports Consumption Investment Employment Shock of Output Consumption Investment Exports Employment Shock 

Data: 
United States 1.92% .52% .75 3.27 .61 .68 .86 .82 .94 - .37 .88 .96 

Europe 1.01 .50 .83 2.09 .85 .98 .75 .81 .89 - .25 .32 .85 

Experiments: 
Benchmark 1.50% 3.77% .42 10.99 .50 .67 .62 .77 .27 .01 .93 .89 

Transport Cost 1.35 .37 .47 2.91 .47 .75 .61 .81 .92 .23 .92 .98 

Autarky 1.26 — .54 2.65 .91 .99 .62 .90 .96 — .91 .99 

Table 5 In te rna t iona l C o m o v e m e n t s Table 6 The T e r m s of Trade 

Correlation of Foreign and Domestic Variables Comovement: 
Correlation With 

Economy 
Productivity 

Output Consumption Investment Employment Shock 
Economy 

Volatility: 
Standard Deviation 

Persistence: 
Autocorrelation 

Net 
Exports Output Economy 

Volatility: 
Standard Deviation 

Persistence: 
Autocorrelation 

Net 
Exports Output 

Data: 
Country: 

Australia 
United States vs. Europe .66 .51 .53 .33 .56 Country: 

Australia 5.78% .82 - .10 - .27 
Experiments: 

Benchmark - .21 .88 - .94 - .78 .25 Austria 1.73 .46 - .24 .04 

Transport Cost - .05 .89 - .48 - .70 .25 Canada 2.99 .85 .05 - .05 

Autarky .08 .56 - .31 - .51 .25 France 3.52 .75 - .50 - .13 

Germany 2.66 .85 - 0 8 - .11 

Italy 3.50 .78 - .66 .38 

Japan 7.24 .86 - .56 - .22 

Switzerland 2.85 .88 - .61 .41 

United Kingdom 3.14 .80 - .58 .09 

United States 3.68 .83 .30 - .20 

* All statistics are based on Hodrick-Prescott filtered data. The entries for the model economies are averages 
over 20 simulations, each 100 periods long. The terms of trade is the relative price of imports to exports. 
Other variables are defined in a note on Table 1. 
Sources of basic data: OECD and IMF 

Experiments: 
Benchmark .48% .83 -.41 .49 

Two Shocks .57 .67 -.05 .39 

Large Import Share .66 .83 - .41 .55 

Small Elasticity .76 .77 - .80 .51 
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value; the remaining variables are measured as percent-
ages of steady-state output. 

Chart 1 shows what happens in the home country. 
There, the technology innovation is followed by an imme-
diate jump in the productivity shock that slowly decays. 
This increase is accompanied by increases in domestic 
investment, consumption, and output. The movement in 
investment is by far the largest, and it leads to a deficit in 
net exports (not shown on the chart). 

In Chart 2, we see that the innovation to the domestic 
productivity shock leads eventually, through the technolo-
gy spillover, to a rise in foreign productivity. Despite this, 
foreign output and investment both fall initially. Roughly 
speaking, resources are shifted to the more productive lo-
cation, the home country. This happens both with capital, 
as investment rises in the home country and falls abroad, 
and with labor, which follows a similar pattern. This ten-
dency to make hay where the sun shines means that with 
uncorrected productivity shocks, consumption will be 
positively correlated across countries while investment, 
employment, and output will be negatively correlated. 
With productivity shocks that are positively correlated, as 
they are in the benchmark model, all of these correlations 
rise, but with the benchmark parameter values, none 
change sign. This helps explain why (in Table 5) the cor-
relations of foreign and domestic output, investment, and 
employment are negative and why the output correlation 
is smaller than the productivity shock correlation. 

The benchmark economy, then, differs from postwar 
international data in several respects. In the model, invest-
ment and net exports are more variable than in the data, 
whereas consumption is more highly correlated across 
countries and output is less highly correlated. Our intuition 
is that the volatility of investment and net exports reflects 
the ability of agents in the model to shift perfectly substi-
tutable goods costlessly between countries and to trade in 
complete markets for state-contingent claims. The ability 
to shift resources allows agents to shift capital and pro-
duction effort to the country with the higher current pro-
ductivity shock; that movement shows up in the model as 
excessive variability of investment and negative correla-
tion of output across countries. Consumers' ability to in-
sure themselves against adverse movements in their own 
productivity shocks suggests that the shifting of produc-
tion will not be reflected in consumption plans. 

• Other Experiments 
We therefore investigate frictions in the physical trading 
process and the market structure. 

Charts 1 and 2 
The Effects of a Productivity Shock 
in the Benchmark Model 
Percentage Changes of Various Variables From Steady State* 
After a One-Standard-Deviation Innovation 
in the Productivity Shock in the Home Country 

Chart 1 Effects in the Home Country 

Number of Quarters After Shock 

Chart 2 Effects in the Foreign Country 
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*The change in the productivity shock is measured as a percentage of its steady-state value. 
Changes in other variables are measured as percentages of the steady-state value of output. 
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In an experiment we call transport cost, we impose a 
quadratic cost on goods shipped between countries. The 
average cost, in equilibrium, is less than 1 percent, so that 
if 1 unit of the good is exported from one country, more 
than 0.99 unit arrives in another country. 

As we see in Table 5, adding a transport cost reduces 
the variability of net exports substantially: the standard de-
viation of net exports falls from 3.77 percent in the bench-
mark economy to 0.37 percent in the one with a transport 
cost. This cost also lowers the standard deviation of in-
vestment relative to output by a factor of almost four, 
from 10.99 to 2.91. Across countries, output's correlation 
rises a bit, from -0.21 to -0.05, and so does consump-
tion's, from 0.88 to 0.89. In short, this type of friction 
greatly reduces the variability of net exports and invest-
ment but has little effect on the difference between the 
cross-country correlations of output and consumption. 

Now we consider limitations on agents' ability to share 
risk across countries. With complete markets, we know 
that if preferences are additively separable between con-
sumption and leisure, as they would be if we set y = 1, 
then the ability of agents to trade in markets for contin-
gent claims leads to a perfect correlation of consumption 
across countries. The nonseparability lowers this correla-
tion, in our benchmark economy, to 0.88, which is far 
larger than we saw in the data (Table 2). Here, we con-
sider an extreme experiment, labeled autarky, in which we 
eliminate from the model all trade in goods and assets. 
The only connection between countries in this case is the 
correlation between productivity shocks. 

We see in Table 5 that eliminating trade reduces the 
consumption correlation across countries to 0.56, which 
makes it only slightly larger than the correlation of 0.51 
between the United States and Europe. Output, however, 
remains much less highly correlated in the model than in 
the data. Even in this extreme experiment, the difference 
between theory and data is considerable. Recall that our 
intuition for the large consumption correlation in the 
benchmark economy was that it reflected agents' ability 
to share risk internationally. Under autarky, risk-sharing is 
prohibited, yet we still see a positive correlation. This cor-
relation seems to reflect, instead, the operation of the per-
manent income hypothesis. The foreign agent knows that 
a rise in productivity in the home country will spill over 
to the foreign country and raise the agent's own future 
productivity and income. In anticipation of this, the for-
eign agent chooses to increase consumption immediately 
and postpone some investment. 

One way to raise the correlation between foreign and 
domestic output is to make the productivity shocks more 
highly correlated. In the benchmark economy, the correla-
tion of productivity shocks (z) is 0.25. If we vary the cor-
relation of innovations, we can make this correlation as 
large or as small as we like. In Chart 3, we graph the 
cross-country correlations of consumption, output, and 
productivity shocks against the cross-correlation of pro-
ductivity shocks for different values of the correlation of 
productivity innovations, corr(£i,£^). Clearly, as we in-
crease the correlation of the productivity innovations, we 
raise the correlation of productivity shocks, as well as the 
correlations of consumption and output. For different val-
ues of the correlation of the productivity innovations, the 
model can replicate either the consumption correlation or 
the output correlation in the data, but not the two together. 
In this sense, the discrepancy between theory and data is 
the relative size of the consumption and output correla-
tions, rather than either one separately. Again, we refer to 
these differences in relative sizes between cross-country 
correlations as the consumption!output!productivity shock 

Chart 3 
How Changes in Cross-Country Correlations 
of Productivity Shocks Change 
Cross-Country Correlations of Quantity Variables 

In the Benchmark Model 

Cross-Country Correlations of Productivity Shocks 
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anomaly, or more simply, as the quantity anomaly? 
In short, the theoretical economy generates fluctuations 

that differ sharply in some respects from the fluctuations 
we see in the data. The most interesting differences, we 
think, concern correlations across countries. In contrast to 
the data, the model generally produces output fluctuations 
that are less highly correlated across countries than those 
of consumption and the productivity shock. We will return 
to this issue later in the context of a theoretical economy 
in which foreign and domestic output are imperfect substi-
tutes. For now, though, we note that these properties are 
not unique to international economies: similar features 
should hold in multisector models of closed economies. 
The tendency for output fluctuations to be less highly cor-
related than productivity shock fluctuations, for example, 
should be more pronounced in a closed economy where 
labor is mobile across sectors, yet we know that sectoral 
outputs are strongly correlated in the data. Similarly, con-
sumption fluctuations should be strongly correlated across 
regions or individuals. Atkeson and Bayoumi (1991), 
Crucini (1992), and Van Wincoop (1992) are among those 
who compare related theories to data for regions within 
countries. Their work suggests that the one-sector method-
ology has also masked some interesting features of closed-
economy business cycle behavior. 

Prices 
We turn now to the behavior of international relative 
prices, which has been one of the leading issues in inter-
national macroeconomics since the collapse of the Bretton 
Woods system of fixed exchange rates in 1971. The terms 
of trade, which we label p, is the ratio of the implicit price 
deflators for imports and exports—the relative price of im-
ported goods. This definition is the inverse of the defini-
tion used by trade theorists, but corresponds to the con-
vention applied in international macroeconomics to the 
real exchange rate. The deflators are from the OECD's 
Quarterly National Accounts. Here, as we did earlier, we 
measure the trade balance, labeled nx, as the ratio of net 
exports to output (which we call just net exports), with 
both of these measured in current prices as reported in the 
national income and product accounts. Output, as before, 
is labeled y. Statistics for p and y refer to logarithms. 

Evidence.. . 
We note in Table 6 several regularities among countries 
in the behavior of the terms of trade. 

First, it has been highly variable. The standard devia-
tion of the terms of trade varies somewhat across coun-

tries, but within a country, it is always greater than that of 
output (Table 1), sometimes by a factor of two or three. 
(For the United States, for example, the ratio of these 
standard deviations is 3.68/1.92 = 1.92.) 

A second regularity is the persistence of relative price 
movements: the terms of trade is highly persistent, with 
an autocorrelation in the neighborhood of 0.8 for most 
countries. 

Finally, the contemporaneous correlation between the 
terms of trade and net exports is negative in most coun-
tries. In France, Italy, Japan, Switzerland, and the United 
Kingdom, the correlations are less than -0.4. The United 
States is the only country in our table for which these two 
variables have a sizable positive contemporaneous cor-
relation. 

In short, among these countries, the behavior of net 
exports and the terms of trade has several regularities. 
Prominent among them are the large standard deviations 
of international relative prices and the high degree of per-
sistence of these variables. 

... vs. Theory 
• A Modified Model 
A theory of relative price movements of foreign and do-
mestic goods requires, obviously, that these two goods be 
different. Accordingly, we modify the model used above 
so that the two countries produce different, imperfectly 
substitutable goods. 

Here, as before, the preferences of the representative 
agent in each country i are characterized by an expected 
utility function of the form 

(12) Uj = E^tJU(clt,\-nlt) 

where cit and nit are consumption and employment in 
country i and U(c,\-n) = [ c ^ l - f l ) 1 ^ 1 ^ - ? ) . 

The technology in the model must change. Each coun-
try now specializes in the production of a single good, la-
beled a for country 1 and b for country 2. Each good is 
produced using capital, k, and labor, n, with linear homo-
geneous production functions of the same form. This 

2Reynolds (1992) argues that our assessment of the theory is unduly pessimistic, 
in part because uncertainty about the parameter values makes the theory's predictions 
less precise. In her view, a model with multiple traded goods "is capable of replicating 
and explaining both the output and consumption correlations" (Reynolds 1992, ab-
stract). Most of her point estimates, however, imply that the output correlations in her 
theory are smaller than the consumption correlations, and in one case, the difference 
is significant in a statistical sense. 
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gives us these resource constraints: 

(13) alt + a2t = ylt = zltF(klt,nlt) 

(14) bu + b2t = y2t = z2tF{k2tyn2^) 

in countries 1 and 2, respectively, where F{k,n) = ken]~Q. 
The quantity yit denotes total output in country i, mea-
sured in units of the local good, and ait and bit denote uses 
of the two goods in country i. 

Consumption, investment, and government purchases 
in each country are composites of the foreign and domes-
tic goods, with 

(15) cu + xu + glt = G(alt,blt) 

(16) c2t + x^ + g2t = G(b2t,a2) 

where G(a,b) = [Gtt^+fc1-0]1*1-00. The parameters a and 
co are both positive, and the elasticity of substitution be-
tween foreign and domestic goods is a = 1/a. This meth-
od of treating foreign and domestic goods, widely used in 
computable static general equilibrium trade models, is due 
to Armington (1969), and the resulting function G is called 
the Armington aggregator. 

We simplify the capital formation process by setting 
the time-to-build parameter J equal to 1. The capital 
stocks then evolve according to 

(17) kit+l = (l-b)kit + xit 

where 5, again, is the depreciation rate. 
To develop some intuition for this economy, think of 

good a as aluminum and good b as bricks. Thus, both 
countries use capital and domestic labor in their produc-
tion process, but country 1 specializes in making alumi-
num while country 2 specializes in making bricks. Coun-
try 1 keeps ax units of aluminum for domestic use and 
exports the rest, a2. It then imports bx units of bricks from 
country 2 and combines the bricks and aluminum to make 
G(ax,bx) units of country 1 goods. One can think of G as 
a function that simply transforms the aluminum and bricks 
into a country 1-specific good which is then used for con-
sumption, investment, and government spending in coun-
try 1. Likewise, country 2 imports a2 units of aluminum 
from country 1 and combines them with b2 units of bricks 
that it produces to make G(b2,a2) units of country 2-spe-
cific goods. These goods are used for consumption, in-
vestment, and government spending in country 2. 

Here, as before, we compute equilibrium quantities by 
finding an optimal allocation. If qXt and q2t are the prices 
of the domestic and foreign goods, respectively, then the 
terms of trade is pt = q2tlqXr In equilibrium, this relative 
price can be computed from the marginal rate of substitu-
tion in the Armington aggregator, 

(18) pt = q2JqXt = {dG(alt,blt)/dblt}/{dG(alt,blt)/dalt} 

= co-\aXt/bXt)l/° 

evaluated at equilibrium quantities. The trade balance of 
country 1, expressed in units of the domestic good, is a2t 
- ptbXr Properties of this variable in the tables refer to the 
ratio of net exports to domestic output, yXr denoted 

(19) nxXt = (a2t-ptbXt)/yXr 

• The Benchmark Experiment 
With these elements and some parameter values, we can 
approach the behavior of the terms of trade. Relative to 
Table 3, the parameter set for this benchmark experiment 
includes J = I and the parameters of the Armington ag-
gregator: the elasticity of substitution, a , we set equal to 
1.5, and the steady-state ratio of imports to output we set 
equal to 0.15 by choosing co apprppriately. In this bench-
mark version of the economy, foreign and domestic goods 
are better substitutes than they would be with Cobb-
Douglas preferences. Our choice of a is consistent with 
many studies, as documented by Whalley (1985, chap. 4). 
The import share is slightly larger than those in the United 
States, Japan, or an aggregate of European countries (with 
intra-European trade netted out). 

Several properties of the theoretical economy with al-
ternative parameter settings are reported at the bottom of 
Table 6. Consider, first, the persistence of the terms of 
trade. The autocorrelation for our benchmark parameter 
values is identical to that in the U.S. data: 0.83. This prop-
erty is not especially surprising; the variables of the mod-
el, including the terms of trade, inherit the high degree of 
persistence observed in technology shocks in the data and 
incorporated into our productivity shock process. 

A second property of this benchmark model is the co-
movement, or contemporaneous correlation, of net exports 
and the terms of trade. Recall that in the data this correla-
tion is generally negative—everywhere but in Canada and 
the United States, in fact. In the theoretical economy, with 
the benchmark parameter values, the correlation is -0.41. 
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This number is in the middle of the range observed across 
the countries in our sample. 

Finally, consider the volatility of the terms of trade. 
With our benchmark parameter values, the standard devia-
tion is 0.48 percent, which is a factor of more than seven 
times smaller than that for the United States (3.68). This 
large difference between the standard deviation in the 
model and the data is our second anomaly: the price vari-
ability anomaly, or just the price anomaly. 

• Other Experiments 
Like the quantity anomaly, the price anomaly is robust to 
reasonable changes in parameter values. 

We add government spending shocks in the experiment 
labeled two shocks. In this experiment, we calibrate the 
government spending process to U.S. data: the mean value 
of g in each country is 20 percent of steady-state output, 
B = diag(0.95,0.95), and the innovations are assigned stan-
dard deviations equal to 2 percent of mean government 
purchases, or 0.004. The resulting shocks are independent 
across countries and of the productivity shocks, as they 
tend to be in international data (Table 2). With these 
shocks added to the benchmark model, the terms of trade 
standard deviation rises, but only to 0.57, which is still far 
below that in the data. 

In another experiment, labeled large import share, we 
raise the average share of imported goods to output from 
0.15 to 0.25. Now the standard deviation of the terms of 
trade rises a bit more, to 0.66. Nevertheless, the variability 
of the terms of trade in the model remains well below that 
in the data. 

The volatility of the terms of trade is also influenced 
by the elasticity of substitution between foreign and do-
mestic goods, a = 1/a in the Armington aggregator. In the 
small elasticity experiment, we lower a from 1.5 to 0.5; 
the standard deviation of the terms of trade then rises from 
0.48 percent in the benchmark economy to 0.76, which, 
again, however, is far below the data. 

In the theory, prices are related to quantities by the 
first-order condition, 

(20) log (/?,) = -log(co) - al\og(blt/au) 

where bx is imports and ax is output minus exports in 
country 1. Given a fixed amount of variability in the 
import ratio bjax, we can increase the variability of p 
without bound by lowering the value of a. In Chart 4 we 
see that as a approaches zero, the standard deviation of 

Charts 4 and 5 
The Effects of Varying the Elasticity of Substitution 
Between Foreign and Domestic Goods 

Chart 4 Effects on the Volatility of the Terms of Trade 
and the Import Ratio 

Chart 5 Effects on the Cross-Country Correlations 
of Selected Quantity Variables 
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the terms of trade rises and approaches values similar to 
those in the data. Closer inspection suggests, however, that 
raising the complementarity between foreign and domestic 
goods does not resolve the anomaly. The problem is that 
the variability of the import ratio in the data is not much 
different from that of the terms of trade. (See Table 7.) 
Thus, choosing a small value of a only resolves the price 
anomaly by making the variability of bx/ax much smaller 
in the model than it is in the data. Given the first-order 
condition, the problem of insufficient variability of the 
price, p, cannot be separated from that of insufficient vari-
ability of the quantity ratio, bx/ax. 

Mussa (1986, 1990) adds another complication to this 
puzzle. He argues persuasively that an important ingredi-
ent in the price variability puzzle is the sharp difference in 
price behavior between fixed and floating exchange rate 
regimes. As he shows, and we report in Table 7, the vari-
ability of the terms of trade has been much higher since 
the Bretton Woods fixed exchange rate system was aban-
doned in 1971 than before that. By our estimates, the dif-
ference is a factor of about three in the major countries for 
which we have long data series available. Mussa (1986) 
also notes greater price variability in other periods of 
floating exchange rates (like in Canada between 1952 and 
1962), so the distinction between fixed and floating rate 
regimes is not simply one of time period. 

In our theory, and in others which have a similar first-
order condition relating prices and quantities, the standard 
deviation of the terms of trade is directly related to quanti-
ty variability: if the standard deviation of the import ratio 
doubles, then so does the standard deviation of the terms 
of trade. With this in mind, we note that while in most 
countries (except Japan) the volatility of quantities has 
been greater in the post-Bretton Woods period, the in-
crease has been much smaller than that for the terms of 
trade. The issue, then, is how to account for the sharp 
increase in price volatility without generating a similar 
increase in quantity volatility. At the very least, the tight 
connection between prices and quantities implied by first-
order conditions like (20) must be abandoned. 

Finally, we return briefly to our quantity anomaly. We 
have noted that complementarity between foreign and 
domestic goods influences the volatility of the terms of 
trade. It also influences the model's business cycle prop-
erties. As we see in Chart 5, the correlation between con-
sumption in the two countries of our theoretical economy 
falls as we reduce the elasticity of substitution between 
foreign and domestic goods. At the same time, the correla-

tion between foreign and domestic output rises. Neverthe-
less, for all values of o above 0.025 (the smallest value 
we've been able to use), the consumption correlation ex-
ceeds the output correlation. The productivity shock corre-
lation, of course, is not affected by the choice of a: it 
equals 0.23 throughout. Thus, for reasonable values of a, 
the theory and the data are substantially different in their 
values of the cross-country correlations of output, con-
sumption, and productivity shocks. Imperfect substitutabil-
ity between goods, that is, does not appear to resolve the 
quantity anomaly. 

In sum, we must add relative price variability to our list 
of anomalies. An interesting wrinkle to this finding is that 
the anomalous behavior of prices is closely connected, in 
our theory, to the anomalous behavior of quantities. 

Other Efforts 
We have documented two striking differences between 
theory and data, the quantity and price anomalies. Our re-
view of these issues has focused on our own work, but in-
ternational macroeconomics has been one of the most ac-
tive areas of business cycle research and includes studies 
that go far beyond our theoretical economies. Although 
these studies have addressed a wide range of issues, let's 
review them from the perspective of the two anomalies. 

Recent studies in international business cycle research 
have extended the theory in at least five ways. 

One of the more popular has been to introduce non-
traded goods. We are often reminded that haircuts and 
other services cannot be traded across cities, much less 
across countries, so this approach has some natural appeal. 
However, adding nontraded goods to models like ours 
does not seem to help explain either anomaly. 

Consider the quantity anomaly. Including nontraded 
goods can, in principle, lower the cross-country consump-
tion correlation, since the correlations between the non-
traded components of consumption are not directly con-
nected by trade in goods. Adding nontraded goods may, 
in addition, lower the correlation of the consumption of 
traded goods if the utility function is nonseparable be-
tween traded and nontraded goods consumption, as it is in 
the work of Stockman and Tesar (1991). The effect is sim-
ilar to that of leisure in our models when utility is not ad-
ditively separable between consumption and leisure. But 
in both our work and that of Stockman and Tesar (1991), 
the effect of the nonseparability is quantitatively small. In 
Stockman and Tesar 1991, the result of adding nontraded 
goods is that traded goods consumption, rather than total 
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Table 7 
The Price and Quantity Effects of Exchange Rate Regimes* 

Comovement: 
Correlat ion Wi th the 

Volatility: Standard Deviation Same U.S. Variable 

Rate Terms of Net Import 
Country Period Regime Trade Output Exports Imports Exports Ratio Output Consumption 

C a n a d a 1 9 5 5 - 9 0 — 2 . 4 4 % 1 . 4 8 % . 7 9 % 5 . 2 5 % 5 . 5 2 % 3 . 8 5 % .71 . 5 2 

1 9 5 5 - 7 1 F i x e d 1 . 1 9 1 . 3 8 . 7 8 4 . 8 3 2 . 8 9 4 . 1 3 . 5 3 . 5 9 

1 9 7 2 - 9 0 F l o a t i n g 3 . 0 5 1 . 5 4 . 7 9 5 . 4 4 4 . 6 4 4 . 7 5 . 7 9 . 4 8 

J a p a n 1 9 5 5 - 9 0 — 5 . 6 9 % 1 . 6 1 % 1 . 0 1 % 6 . 6 4 % 4 . 5 0 % 6 . 2 9 % . 2 0 . 2 7 

1 9 5 5 - 7 1 F i x e d 2 . 2 9 1 . 9 3 1 . 0 6 7 . 5 4 3 . 7 4 7 . 0 1 - . 0 7 - . 0 2 

1 9 7 2 - 9 0 F l o a t i n g 7 . 1 2 1 . 1 9 . 9 2 5 . 8 7 4 . 9 1 5 . 6 3 . 5 7 . 3 6 

U n i t e d K i n g d o m 1 9 5 5 - 9 0 — 2 . 6 4 % 1 . 4 8 % 1 . 0 7 % 3 . 8 5 % 3 . 1 5 % 3 . 5 0 % . 4 6 . 3 5 

1 9 5 5 - 7 1 F i x e d 1 . 4 5 1 . 2 5 . 7 4 3 . 0 4 2 . 8 5 2 . 5 3 . 1 5 . 0 5 

1 9 7 2 - 9 0 F l o a t i n g 3 . 0 5 1 . 6 7 1 . 2 2 4 . 3 4 3 . 3 6 4 . 1 6 . 5 7 . 3 5 

U n i t e d S ta tes 1 9 5 5 - 9 0 — 2 . 9 2 % 1 . 7 0 % . 4 5 % 4 . 9 0 % 5 . 5 2 % 3 . 8 5 % 1 . 0 0 1 . 0 0 

1 9 5 5 - 7 1 F i x e d 1 . 2 6 1 . 2 3 . 3 2 3 . 3 8 5 . 2 3 3 . 1 6 1 . 0 0 1 . 0 0 

1 9 7 2 - 9 0 F l o a t i n g 3 . 7 9 1 . 9 4 . 5 4 5 . 8 8 5 . 6 1 4 . 3 8 1 . 0 0 1 . 0 0 

* Statistics are based on Hodrick-Prescott filtered data. All but the net exports data have been logged. Imports and exports are in real terms, and the import ratio is real imports 
divided by the difference between real output and real exports. Other variables are defined in a note on Table 1. 
Sources of basic data: OECD and IMF 

consumption, is more highly correlated across countries in 
the model than in the data. The anomaly, in other words, 
is simply pushed onto the traded component of consump-
tion. Backus and Smith (forthcoming) note, as well, that 
these models imply close connections between consump-
tion differentials and relative prices that are not observed 
in aggregate data. 

A second extension of international business cycle the-
ory has been a byproduct of the first: a reconsideration of 
the impulses (or shocks) generating fluctuations. Costello 
and Praschnik (1992), for example, introduce oil price 
shocks, which increases the variability of the terms of 
trade in oil-importing countries and lowers the correlation 
of consumption across countries. In this work, however, 
the terms of trade for manufactured goods remains less 
variable in the model than in the data and the cross-coun-
try correlation of manufactured goods consumption is 
much higher than in the data. Stockman and Tesar (1991) 
suggest shocking preferences instead. They add a shock to 

the first-order condition that links consumption quantities 
and relative prices. Adding this shock lowers the correla-
tion of aggregate consumption across countries and of con-
sumption of traded goods alone. It has little effect, how-
ever, on the variability of the terms of trade. So far, no 
one has attempted to quantify such shocks, which makes 
assessing the effects of adding them to our models diffi-
cult. One step in this direction might be to compute taste 
shocks as residuals from agents' first-order conditions, 
much as we compute productivity shocks as residuals 
from production functions. 

A third popular extension of the theory is to introduce 
restrictions on asset trade. Economies with incomplete 
markets would seem to have the potential to account for 
low correlations of consumption across countries. After 
all, with complete markets, as in our models, agents use 
asset markets to equate marginal rates of substitution 
across time and states of nature. With separable prefer-
ences, this leads, as we have seen, to a perfect correlation 
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of consumption across countries. When agents have lim-
ited ability to use international financial markets to share 
risk, marginal rates of substitution are not equated for all 
times and states. One might guess, then, that the con-
sumption correlation would be smaller in such models 
than in those with complete markets. 

This guess is correct, but the difference is not great 
enough. Conze, Lasry, and Scheinkman (1991) show that 
in an economy in which agents can trade a single asset, 
the consumption correlation falls and the output correla-
tion rises. Yet they still find that the consumption correla-
tion exceeds the output correlation for most parameter val-
ues. Our autarky experiment makes the same point in an 
economy with even more limited trading opportunities. 
Kollmann (1990, Table 1.1.3) studies an economy in 
which two agents trade a single riskfree bond. In this 
economy, he finds much smaller consumption correlations 
than with incomplete markets, but the correlation of in-
vestment across countries is sharply negative when pro-
ductivity shocks are persistent, as they are in the data, and 
the consumption correlation remains higher than the out-
put correlation. Baxter and Crucini (forthcoming, Table 4) 
also consider an economy in which agents trade a single 
riskfree bond; they find that output is more highly corre-
lated across countries than consumption is, but that the 
correlations of consumption, investment, and employment 
are negative. Thus, these models have, to some extent, 
transferred the quantity anomaly from consumption, out-
put, and productivity onto other variables. 

A fourth extension of the theory is to add money to 
economies that are otherwise much like ours, in an at-
tempt to dissolve the price anomaly. Both Grilli and 
Roubini (1992) and Schlagenhauf and Wrase (1992) adapt 
Lucas' (1990) liquidity model to the open economy. In 
these economies, asset markets and goods markets are 
separated for one period, and shocks to the stock of 
money have a one-period effect on interest rates, currency 
prices, and relative prices of goods. Thus, the theory gen-
erates greater volatility of relative prices than would exist 
in an analogous model without the segmented market 
structure. In its current form, however, this structure gen-
erates relative price movements with very little persistence 
and thus fails to mimic this important feature of the data. 
The next step in this line of research is to specify a mech-
anism to generate that persistence. 

Another class of monetary models considers labor or 
goods contracts that fix wages or prices in advance. In 
closed-economy studies, like that of Cho and Cooley 

(1991), this magnifies the effects of some shocks on em-
ployment and output. In open economies, one might guess 
that it could generate additional relative price variability, 
particularly if segmentation across national markets is 
added. This intuition has yet to be tested, but Cho and 
Roche (1993) and Ohanian and Stockman (1993) have 
made some progress on developing international business 
cycle models of this sort. 

A fifth, final extension of the theory is to introduce im-
perfect competition. If imperfectly competitive firms sell 
their output in markets that are internationally segmented, 
then price discrimination might lead to greater changes in 
relative prices than we see with perfect competition. Stud-
ies of industries by Giovannini (1988) and Lapham (1991) 
show that this change can lead to persistent movements in 
relative prices across countries, but the theory has yet to 
be extended to general equilibrium settings at the level of 
aggregation considered in our models. Perhaps Hornstein's 
(1991) or Rotemberg and Woodford's (forthcoming) gen-
eral equilibrium treatment of monopolistic competition in 
a closed economy could be adapted to the open economy. 

All of these innovations help bring the quantitative im-
plications of the theory closer to observed properties of 
international time series data. As yet, however, they have 
not resolved the two anomalies. 

Final Thoughts 
Recent work on international business cycles focuses on 
two striking differences between theory and data. One we 
call the quantity anomaly: in the data the correlation 
across countries of output fluctuations is generally larger 
than the analogous consumption and productivity corre-
lations; in theoretical economies, meanwhile, for a wide 
range of parameter values, the consumption correlation 
exceeds the productivity and output correlations. The other 
anomaly we call the price anomaly. It concerns relative 
price movements: the standard deviation of the terms of 
trade is considerably larger in the data than in theoretical 
economies. 

These anomalies have been met with a large and imag-
inative body of work in which the dynamic general equi-
librium framework has been extended in ways that go 
well beyond the two-country versions of Kydland and 
Prescott (1982) that started this line of study. Our guess is 
that five years from now the models that have been devel-
oped will be fundamentally different. 
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