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This paper uses the information contained in the joint dynamics of individuals’ labor earnings and consumption-
choice decisions to quantify both the amount of income risk that individuals face and the extent to which they have 
access to informal insurance against this risk. We accomplish this task by using indirect inference to estimate a 
structural consumption-savings model, in which individuals both learn about the nature of their income process and 
partly insure shocks via informal mechanisms. In this framework, we estimate (i) the degree of partial insurance, (ii) 
the extent of systematic differences in income growth rates, (iii) the precision with which individuals know their 
own income growth rates when they begin their working lives, (iv) the persistence of typical labor income shocks, 
(v) the tightness of borrowing constraints, and (vi) the amount of measurement error in the data. In implementing 
indirect inference, we find that an auxiliary model that approximates the true structural equations of the model 
(which are not estimable) works very well, with negligible small sample bias. The main substantive findings are that 
income shocks are not very persistent, systematic differences in income growth rates are large, individuals have sub-
stantial amounts of information about their income growth rates, and about one-half of income shocks are effectively 
smoothed via partial insurance. Putting these findings together, we argue that the amount of uninsurable lifetime in-
come risk that individuals perceive is substantially smaller than what is typically assumed in calibrated macroeco-
nomic models with incomplete markets. 
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1 Introduction

The goal of this paper is to use individuals’ consumption-savings decisions to learn about the uninsur-
able labor income risks that they face. Income fluctuations alone, even in the absence of measurement
problems, overstate this risk because they do not reveal whether individuals anticipate these fluc-
tuations or can use informal mechanisms, beyond self-insurance through borrowing and lending, to
insure against these fluctuations. Instead, we use the joint dynamics of individuals’ labor earnings
and consumption choices to infer both what they know about the income risks they face and how well
they can use informal mechanisms to insure these risks.

Specifically, we build a life-cycle consumption-savings model with CRRA utility, potentially bind-
ing borrowing constraints, partial insurance, and a realistic retirement pension system. We assume
that the slopes of individuals’ labor income profiles (i.e., their income growth rates) vary in the popu-
lation but that individuals have imperfect information about their own growth rates. Each individual
enters the labor market with a prior belief about his own growth rate and then updates his beliefs over
time in a Bayesian fashion. A key parameter is the precision of the initial prior belief: this parameter
determines the extent to which an individual has advance information about the slope of his future
income path.1 In addition, we assume that some part of the surprise (or shock) to an individuals’ labor
income can be insured via informal mechanisms that we do not model explicitly. A key parameter
here is the fraction of this surprise that can be insured. Finally, we also allow for several types of
measurement error, a pervasive feature in individual-level data on income and consumption. Along all
three of these dimensions—the amount of advance information about income growth rates, the extent
of partial insurance, and the size of measurement error—consumption-choice decisions play a critical
role because data on income alone cannot identify any of them.

We use a simulation method, indirect inference, to estimate these key parameters as well as the
tightness of borrowing constraints, the discount factor, and the parameters governing labor-income
dynamics. Rather than select an arbitrary set of unconditional moments upon which to base estimation
(as is usually done in the method of simulated moments), indirect inference focusses instead on the
parameters of an auxiliary model that plays the role of a reduced form for the structural model. In
particular, we use an auxiliary model that approximates the joint dynamics of income and consumption
implied by the structural consumption-savings model. The indirect inference estimator chooses the
values of the structural parameters so that the parameters of this auxiliary model, estimated using
either the observed data or data simulated from the structural model, are as close as possible. In
effect, the indirect inference estimator seeks to find the best-fitting set of auxiliary-model parameters
subject to the cross-equation restrictions that the structural model places on these parameters.2

1The modeling of this learning process builds on Guvenen (2007). As we discuss in the next section, however, the
analysis in the present paper differs in several important ways from the one in that paper.

2Thus our estimation methodology follows in the spirit of Sargent (1978) who uses aggregate rather than micro data
to estimate a “rational expectations version of Friedman’s time-series consumption model . . . by imposing the pertinent
restrictions across the stochastic processes for consumption and income.”
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The key findings of our analysis regarding the nature of income risk are that: (i) informal mech-
anisms insure about one-half of a given income surprise; (ii) systematic differences in income growth
rates are large; (iii) individuals have substantial amounts of information about their future income
prospects; and (iv) the typical income shock is not very persistent. Taken together, these findings
deliver the main substantive conclusion of this paper: The amount of uninsurable future income risk
perceived by individuals upon entering the labor market is significantly smaller than what is typically
assumed in calibrated macroeconomic models with incomplete markets.

The next section describes a linear-quadratic version of the consumption-savings problem that
permits an analytical solution, thereby allowing us to characterize theoretically the information content
in consumption choices. Section 3 then lays out the full model used in estimation. Sections 4 and 5
describe the data and the indirect inference methodology. Section 6 presents the results and extensions.
Section 7 concludes.

1.1 Literature Review

This paper is related to a growing literature that uses panel data to study the transmission of income
shocks to consumption when markets are incomplete. Important examples include Hall and Mishkin
(1982) and, more recently, Blundell et al. (2008), Kauffmann and Pistaferri (2009), Krueger and Perri
(2009), and Kaplan and Violante (2010). This paper contributes to this literature in the following
ways. First, we estimate the amount of partial insurance in a model where the underlying income
risk can have a richer structure than what is considered in these papers. In particular, we allow for
growth-rate heterogeneity and Bayesian learning, as well as persistent shocks that are not restricted
to follow a random walk. This structure allows us to provide a more comprehensive picture of the
sources of income uncertainty (arising either from genuine shocks or from learning), as well as the
extent of insurance against this background. Second, these papers derive estimable equations first
and then impose partial insurance on top of these equations. Instead, in this paper partial insurance
is modeled as a transfer in the budget constraint and the implications for the consumption-savings
choice are worked out explicitly. Kaplan and Violante (2010) shares some similarities with our paper:
this paper incorporates non-permanent shocks and retirement into the model of Blundell et al. (2008)
but does not allow for growth-rate heterogeneity with Bayesian learning.3

Although the framework in this paper shares some common elements with that in Guvenen (2007),
that work and the present paper have at least three important differences. First, one major goal of
the present paper is to distinguish between information about future earnings prospects and partial
insurance, whereas Guvenen (2007) restricts insurance opportunities to self-insurance only. Second,

3A related set of papers includes Deaton and Paxson (1994), Blundell and Preston (1998) and, more recently,
Primiceri and van Rens (2009). These papers use structural models similar to those above but employ repeated cross
sections of consumption and income, rather than a panel. Furthermore, they assume permanent shocks and rule out
profile heterogeneity. Primiceri and van Rens (2009) is a partial exception to this statement in that their framework
potentially allows for systematic patterns in income growth, although this is conditional on shocks being permanent.
They also do not estimate how much individuals know about their own growth rates.
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Guvenen (2007) takes all of the parameters of the income process as given (estimated in another paper
from income data alone) and uses the consumption data to calibrate the value of one parameter:
the amount of prior information regarding one’s own income growth rate. In contrast, this paper
brings consumption data to bear on the estimation of the entire vector of structural parameters,
which contains all of the parameters of the income process, prior beliefs, preferences, and borrowing
constraints, as well as several types of measurement error. Third, that paper focuses exclusively
on the life-cycle mean and variance profiles of consumption (using repeated cross-sections); here, we
use the joint dynamics of consumption and income using panel data to conduct a formal structural
estimation. In Sections 2.2 and 6.3, we show how critical these joint dynamics are for identifying
parameters, especially those pertaining to partial insurance. This more thoroughgoing analysis leads
us to conclude that the amount of prior information about income growth is quite a bit larger than
what Guvenen (2007) gleans from life-cycle profiles. This larger amount of prior information, in
combination with a significant amount of partial insurance, leads us to conclude that the amount of
uncertainty perceived by a 25-year-old individual about his future income at age 55 is about one-third
of what was found in that paper.4

From a methodological perspective, an important precursor to this paper is Gourinchas and Parker
(2002), which estimates a life-cycle consumption-savings model using the method of simulated mo-
ments. Their main focus is on whether such a model can explain the hump-shaped consumption profile
over the life cycle. These authors estimate the income process parameters from income data first and,
in a second step, estimate risk aversion and the time discount factor from consumption data, whereas
we estimate all parameters using both data sources jointly. Finally, there is a small but growing
literature that uses indirect inference to estimate structural economic models in a variety of fields,
including labor economics, finance, macroeconomics, and industrial organization; a non-exhaustive
list includes Smith (1993), Magnac et al. (1995), Bansal et al. (2007), Nagypal (2007), Li (2010),
Low and Pistaferri (2012), and Collard-Wexler (2013). Among these, our philosophy for selecting the
auxiliary model is in the same spirit as Magnac et al. (1995), who use an auxiliary model that mimics
the true structural equations of their model. To our knowledge, this paper is the first to use indirect
inference to estimate a fully-specified consumption-savings model.

4Our paper is also in the same spirit as Carneiro et al. (2003) and Cunha et al. (2005), who use the college choice to
measure the amount of information youths have about their future income prospects. The latter paper finds that about
60% of the cross-sectional dispersion of labor income is predictable by age 18. Our estimate using full consumption
dynamics over the life cycle—88% by age 25—is consistent with this finding. Both findings suggest that young individuals
have substantial information about their future prospects in the labor market.

4



2 A Framework for Inferring Income Risk

Let the log labor income of individual i with t years of labor market experience be given by

yit = g(t, observables,...)︸ ︷︷ ︸
common life cycle component

+
[
αi + βit

]︸ ︷︷ ︸
profile heterogeneity

+
[
zit + εit

]︸ ︷︷ ︸,
stochastic component

(1)

where zit = ρzit−1 + ηit, and ηit and εit are zero mean innovations that are i.i.d. over time and across
individuals. The terms in the first set of brackets capture the lifecycle variation in labor income that
is common to all individuals with given observable characteristics. The second component captures
potential individual-specific differences in income growth rates (as well as in levels). Such differences
would be implied, for example, by a human capital model with heterogeneity in the ability to accumu-
late skills.5 Finally, the terms in the last bracket represent the stochastic variation in income, which
is modeled here as the sum of an AR(1) component and a purely transitory shock. This specification
encompasses (or differs only in minor ways from) the processes estimated in the literature.

2.1 Bayesian Learning about Income Profiles

We begin by laying out a framework that allows for various possibilities regarding individuals’ percep-
tions of their future income risk. For example, an individual is likely to have more information than
the econometrician about his βi at the time he enters the labor market and will update those beliefs
as information is revealed in his income realizations. We model this process by assuming that an
individual enters the labor market with some prior belief about his own βi, which is then refined over
time in a Bayesian fashion (following Guvenen (2007)). The prior variance of this belief distribution
measures how uncertain individuals are about their own βi when they enter the labor market and is
therefore a key parameter for determining the amount of perceived income risk.

Time 0: Prior Beliefs and Variance (Uncertainty). Imagine that for each individual, nature
draws two random variables at time zero, βik and βiu, which are independent of each other, with zero
mean and variances of σ2

βk
and σ2

βu
. The income growth rate is given by βi = βik + βiu, implying

σ2
β = σ2

βk
+ σ2

βu
. The key distinction between the two components is that individual i observes the

realization of βik, but not of βiu (hence, the subscripts indicate known and unknown, respectively).
Then, the prior mean is β̂i1|0 = βik, and the prior variance is σ2

β,0 = σ2
βu
. To express the amount of

prior uncertainty in relation to the heterogeneity in income growth rates, it is useful to define

λ ≡
σβ,0
σβ

,

5See, for example, the classic paper by Ben-Porath (1967). For more recent examples of such a human capital model,
see Guvenen and Kuruscu (2010) and Huggett et al. (2011).
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which is simply the fraction of the population dispersion of income growth rates that represents
uncertainty on the part of individuals at the time they enter the labor market. Two polar cases
deserve special attention. When λ = 1, individuals do not have any private prior information about
their income growth rate (i.e., σ2

β,0 = σ2
β and β̂i1|0 = β for all i, where β is the population average). At

the other extreme, when λ = 0, each individual observes βi completely and faces no prior uncertainty
about its value.6

Updating Beliefs over the Life Cycle. We now cast the optimal learning process as a Kalman
filtering problem, which yields convenient recursive updating formulas for beliefs. Each individual
knows his own αi, observes his income and the transitory shock, yit and εit, and must learn about
Sit≡

(
βi, zit

)
.7 The “state equation” describes the evolution of the vector of state variables that is

unobserved by the decision maker:[
βi

zit+1

]
︸ ︷︷ ︸

Sit+1

=

[
1 0
0 ρ

]
︸ ︷︷ ︸

F

[
βi

zit

]
︸ ︷︷ ︸

Sit

+

[
0

ηit+1

]
︸ ︷︷ ︸

νit+1

.

A second (observation) equation expresses the observable variable in the model—in this case, log
income net of the fixed effect and transitory shock (ỹit)—as a linear function of the underlying hidden
state:

ỹit ≡ yit − αi − εit =
[
t 1

] [ βi

zit

]
= H′tS

i
t.

Both innovations have i.i.d. normal distributions and are independent of each other, with Q and
R denoting the covariance matrix of νit and the variance of εit, respectively. Each individual’s prior
belief over (βi, zi1) is represented by a multivariate normal distribution with mean Ŝi1|0 ≡ (β̂i1|0, ẑ

i
1|0)

and covariance matrix

P1|0 =

[
σ2
β,0 0
0 σ2

z,0

]
,

where we use the shorthand notation σ2
·,t to denote σ2

·,t+1|t. After observing
(
ỹit, ỹ

i
t−1, ..., ỹ

i
1

)
, the

posterior belief about Sit is Normally distributed with a mean vector Ŝit and covariance matrix Pt.

Define the perceived innovation to (log) income as

ξ̂it ≡ ỹit − Et−1(ỹit) = ỹit −
(
β̂it|t−1t+ ẑit|t−1

)
, (2)

6Notice that since each household knows its αi, this already gives some information about its βi as long as the two
parameters are correlated. It is natural to think of λ as already incorporating this information. One way to think about
this is that βik captures all the correlation between αi and βi, and βiu ⊥ αi. We can easily show that there is an upper
bound to λ (which depends on σ2

α, σ
2
β , and σαβ) that captures this minimum information obtained from αi alone, and

this upper bound is 1 when corr(α, β) = 0 and is 0 when corr(α, β) = ±1.
7The assumption that αi is observable is fairly innocuous here because the uncertainty regarding this parameter is

resolved very quickly even when the individual has substantial prior uncertainty, as shown in Guvenen (2007). The
assumption that ε is observable will turn out not to matter (see note 12) and is made here for expositional reasons.
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which does not necessarily have the same sign as the true innovation to income, ηit—a point that will
play a crucial role below. The recursive Kalman updating formulas are given in Appendix A.

2.2 Understanding Identification: A Stylized Linear-Quadratic Framework

Before delving into the details of the full estimation, it is useful to provide a better understanding
of the sources of identification. For example, if individuals indeed differ in their income growth rates
(i.e., σβ � 0), how would this fact be revealed in their consumption-choice behavior? Similarly, can
we detect the extent of an individual’s prior uncertainty (that is, λ) about his βi by observing the
response of his consumption to income movements? And, finally, what kind of empirical relationship
would allow us to measure the degree of partial insurance, θ, in the presence of these other features?

For this purpose, we begin with a very stylized life cycle model of the consumption-savings decision.
Specifically, (i) individuals have quadratic utility over consumption, (ii) the time discount factor, δ, is
the reciprocal of the gross interest rate, 1 + r, (iii) there are no borrowing constraints, and (iv) there
is no retirement. Finally, we assume a simpler form of the income process in (1):

Y i
t = αi + βit+ zit, (3)

where the income level (instead of its logarithm) is linear in the underlying components, and we set
εit ≡ 0.8 Under these assumptions, the consumption-savings problem can be written as

V i
t (ωit, β̂

i
t, ẑ

i
t) = max

Cit ,a
i
t+1

{
−(Ct − C∗)2 +

1

1 + r
Et
[
V i
t+1(ωit+1, β̂

i
t+1, ẑ

i
t+1)

]}
(4)

s.t. Cit + ait+1 = ωit, (5)

ωit = (1 + r) ait + Y disp,i
t , (cash on hand) (6)

and the Kalman recursions (27), (28), (29), and (30) given in Appendix A. Disposable income is
Y disp,i
t = Y i

t − θξ̂it, where θ is the partial insurance parameter, which measures the fraction of the
perceived income innovation, ξ̂it, that is insured. So, for example, when the realization of Y i

t is lower
than what was expected in the previous period, ξ̂it will be negative (by definition), and disposable
income will be higher than labor income, thanks to the positive partial insurance term: −θξ̂it > 0.

The framework described above is a much simplified version of the full model we estimate in
Section 5.3. It is, however, general enough that it encompasses three special cases of interest that we
will refer to in the rest of the paper. First, without any further restrictions imposed, the framework
has a heterogeneous income profiles process with Bayesian learning about individual income slopes—
i.e., the HIP model. A second important benchmark is obtained when σβ ≡ 0, in which case there is
no heterogeneity in profiles and no Bayesian learning. Thus, the framework reduces to the standard

8Closed-form solutions such as those below can still be derived in the presence of transitory shocks and retirement.
We abstract from them here only for the clarity of exposition.
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RIP (restricted income profiles) model, extensively studied in the literature. Finally, a third case of
interest is when σβ > 0 and λ = 0. In this case, individuals face a HIP process, but each individual
knows his βi at the time he enters the labor market. The only source of uncertainty in this case is
the idiosyncratic shocks, as in the RIP model. This is an intermediate case between the HIP and RIP
models in cases (1) and (2).

2.2.1 Information in Consumption Growth

For clarity of exposition, in this section we abstract from partial insurance by setting θ ≡ 0. In the
next section, we reintroduce it and study its implications. We also show that the presence of partial
insurance has no effect on the substantive conclusions of the current section.

For the problem described by equations (3) to (6) with θ = 0, optimal consumption choice satisfies

∆Ct = ϕt

[
T−t∑
s=0

γs (Et − Et−1)Yt+s

]
, (7)

where γ ≡ 1/ (1 + r) and ϕt ≡ (1− γ) /
(
1− γT−t+1

)
is the annuitization factor. After substituting

(3) in (7), some tedious but straightforward manipulations yield

∆Ct = Φ(t;T, r)
(
β̂it − β̂it−1

)
+ Ψ(t;T, ρ, r)(ẑit − ρẑit−1), (8)

where Φt and Ψt are some age-dependent positive coefficients.9 (In what follows, for clarity, we
suppress all the arguments of Φ and Ψ except t, unless it creates confusion.) Finally, substituting (27)
and (28) into (8) yields a key structural equation in this framework:

∆Ct = Πt × ξ̂it, (9)

where Πt is the response coefficient (full formula in Appendix A) and ξ̂it is now reinterpreted as the
innovation in the level of income—i.e., Y i

t −
(
β̂it|t−1t+ ẑit|t−1

)
. This equation basically says that

consumption changes proportionally to the perceived innovation to income, which, as we shall see,
may or may not have the same sign as ηt.

If we eliminate profile heterogeneity by setting σβ ≡ 0 (and thereby also eliminate learning), the
resulting (RIP) model implies

∆Ct = Ψt × ηit. (10)

The last two equations can be used to understand some of the key differences between the two
frameworks.10 When σβ ≡ 0, only the current shock, ηit, matters for consumption response, whereas in

9Full formulas are provided in Appendix A.
10Before moving further, it is important to stress that equation (8) is obtained by fully solving the consumption-savings

model and therefore requires (i) using the Euler equation, (ii) imposing the budget constraint, and (iii) specifying a
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Figure 1: Information about σβ and λ in Consumption Changes

the HIP model the entire history of shocks matters—through beliefs. As a result, two individuals hit
by the same ηit may react differently depending on their history. In the rest of this section, we present a
series of examples that help explain the intuition behind the identification of two key parameters—σβ

and λ. For this purpose, we specialize to the case where ρ = 1, which makes the exposition much
simpler (although the main conclusions we reach below hold regardless of the value of ρ). We also
assume β = 0, again, without loss of generality and for clarity of exposition.

Example 1 (Consumption Growth Depends Negatively on Past Income Growth). Con-
sider Figure 1, which plots the income paths of two individuals up to period 6. Individual 1 experiences
a faster average income growth rate in the first five periods than individual 2, but observes precisely
the same rise in income between periods 5 and 6 (∆Y 1

6 = ∆Y 2
6 ). If these income paths are generated

by a process with σβ = 0 (and thus β1 = β2), then the consumption choice of both individuals will
satisfy equation (10), implying ∆C1

6 = ∆C2
6 = η6 > 0. Instead, if the true income process has σβ > 0

(HIP process), individual 1 will have formed a belief that his income growth rate is higher than that
of individual 2 and will forecast his income to be on the (dashed-blue) trend line. (Obviously, this
remains true when λ = 0 and so when beliefs are perfectly accurate from the beginning.) Therefore,
even though his income increases, it is below the expected trend (ξ̂1

6 < 0), which causes him to revise
down his beliefs about β1 and, consequently, reduce his consumption level, from equation (9). In
contrast, based on his past income growth (which is nearly zero), individual 2 is positively surprised

stochastic process for income. In this sense, the analysis here is in the spirit of Hall and Mishkin (1982) (and, more
recently, Blundell et al. (2008)), who derive the full consumption function (as we do here), rather than Hall (1978) who
requires only the Euler equation to hold. Therefore, by imposing stronger restrictions, the current approach allows us
to estimate the parameters of the income process in addition to the preference parameters, which is all one can estimate
with the Euler equation approach.
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to see any increase in his income between periods 5 and 6 (ξ̂2
6 > 0) and will increase his consumption.

Thus, we have ∆C1
6 > 0 and ∆C2

6 < 0 in response to the same income change for both agents.

The following proposition summarizes these implications in a more rigorous form. First, define
∆C

i
t ≡ E

(
∆Cit |βi,∆Y i

t

)
. In words, ∆C

i
t is the average consumption growth of an individual with

slope parameter βi and income growth ∆Y i
t between t− 1 and t, where the expectation is taken over

all possible histories up to t− 1 (of initial signals and income realizations: {Y i
1 , Y

i
2 , ..., Y

i
t−1, β̂

i
1|0}). In

other words, ∆C
i
t can be thought of as the consumption change of a typical individual with βi and

who observed ∆Y i
t .

Proposition 1 [Information in Consumption Growth] In the lifecycle certainty-equivalent
model with permanent shocks described above, consumption growth satisfies the following properties:

(i) Controlling for current income growth, consumption growth will, on average, be a decreasing func-

tion of an individual’s βi: i.e., ∂∆C
i
t

∂βi
< 0 for all t.

(ii) Although the prediction in (i) is true for all values of λ (including when λ = 0 and, hence, when

there is no learning), the relationship becomes stronger as λ rises: i.e., ∂2∆C
i
t

∂βi∂λ
< 0 for all t).

(iii) Similarly (holding everything else constant), the response of consumption growth to income growth

becomes stronger as λ increases: ∂2∆C
i
t

∂∆Y it ∂λ
> 0.

Proof. See Appendix A for all of the omitted proofs and derivations.

To understand the empirical content of the proposition, note that even though βi is not observed
by the econometrician, in any given period, past and future income growth rates will be positively
correlated with βi. Therefore, the empirical relationship predicted by part (i) is that controlling for
∆Y i

t , consumption growth will be a decreasing function of the past income growth rate, which is
observable by the econometrician. The second part of the proposition then implies that this negative
dependence on the past income growth becomes stronger as individuals receive signals that are less
informative at the beginning of life (i.e., a higher λ). Similarly, part (iii) implies that the response
coefficient of consumption growth to income growth contains valuable information about the initial
prior uncertainty faced by individuals. Loosely speaking, this is because when the initial signal is not
very informative, optimal learning will result in a larger updating of beliefs about βi in response to a
given income realization, ∆Y i

t , which will in turn cause a larger change in consumption. Finally, it is
easy to see that when σβ ≡ 0, consumption growth will not depend on an individual’s past or future
income growth. As we shall see in the next section, we will use these observations to write an auxiliary
model that captures the way in which consumption growth depends on past and future income growth
rates, as well as how it responds to contemporaneous income growth, to infer the values of σβ and λ
as well as other parameters.
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Figure 2: Information about σβ in Consumption Levels

2.2.2 Information in Consumption Levels

We next turn to the information revealed in the levels of consumption and begin with the following
useful lemma. (See Appendix A for the proofs.)

Lemma 1 The consumption decision rule can be solved in closed form as a linear function of the
state vector

(
ωit, β̂

i
t, ẑ

i
t

)
:

Cit = ϕtω
i
t + γΦt+1β̂

i
t + γρΨt+1ẑ

i
t. (11)

This expression clearly shows that, at every point in time, consumption choice reveals valuable
information about individuals’ perceived future income prospects as reflected in (β̂it, ẑit). We now state
the key result of this section and then present two examples to illustrate how this information can be
used.

Proposition 2 [Information in Consumption Levels] Controlling for an individual’s current
income and assets, the consumption level is an increasing function of the individual’s beliefs about
his income growth rate, β̂it. This prediction holds true regardless of how much individuals know about
their true income growth rate—i.e., for all λ ∈ [0, 1]. However, if σβ = 0, consumption depends only
on current income and assets.
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Proof. We present the proof in a way that is helpful for understanding the two examples that follow.
Consider two individuals with Y 1

t = Y 2
t , A1

t = A2
t , and β̂1

t > β̂2
t as hypothesized in the proposition.

Then we have

0 = Y 1
t − Y 2

t =
(
β̂1
t − β̂2

t

)
t+ (ẑt

1 − ẑt2)⇒
(
β̂1
t − β̂2

t

)
t = −(ẑt

1 − ẑt2). (12)

Taking the difference of the consumption level of each individual as given in equation (11) and
using (12), we get

C1
t − C2

t = γΦt+1

(
β̂1
t − β̂2

t

)
+ γρΨt+1(ẑt

1 − ẑt2)

= γ
(
β̂1
t − β̂2

t

)
[Φt+1 − ρtΨt+1] . (13)

Since β̂1
t − β̂2

t > 0 by hypothesis, C1
t − C2

t > 0 if and only if Φt+1 − ρtΨt+1 > 0. The proof of
Lemma A.1 in Appendix A establishes that Φt+1 − tΨt+1 > 0, which straightforwardly implies that
Φt+1−ρtΨt+1 > 0 as well, since ρ ≤ 1. Thus, controlling for current income and assets, an individual’s
consumption is higher if his (perceived) income growth prospect, β̂it, is higher. In contrast, when
σβ = 0, we have β1 = β̂1

t = β2 = β̂2
t = β, which in turn implies from (13) that the two individuals

will have the same consumption levels. �

To better understand the empirical content of the proposition, it is useful to study the following
two examples. But first note that at any point in time, β̂it depends on two things: (i) an individual’s
initial belief (β̂i1|0) and (ii) the path of income realizations up to time t. Both examples consider two
individuals with β1 > β2. In the first example, individuals enter the labor market with the same
prior belief but experience different income paths consistent with their own βi. The second example
considers the opposite situation, with different priors but the same income history.

Example 2 (Past Income Growth Affects Current Consumption Level). Figure 2 plots a
particular realization of income paths for two individuals. In this example, both individuals experience
different growth rates up to period 3, but have Y 1

3 = Y 2
3 . Now, if the true data-generating process

has σβ = 0 (i.e., β1 = β2) and individuals perceive it as such, then both individuals’ forecasts of their
future income would be the same: E3(Y 1

3+s) = Y 1
3 = Y 2

3 = E3(Y 2
3+s), at all horizons s ≥ 0 (shown in

Figure 2 with the horizontal dotted line). Furthermore, if both individuals started life with no wealth,
it is easy to see that C1

3 = Y 1
3 = Y 2

3 = C2
3 . In contrast, when σβ > 0, individuals know that they

can have different βi’s and will use the past income growth to form beliefs about their own βi. Based
on the high past income growth, individual 1 will expect a higher βi and, therefore, a much higher
lifetime income than individual 2. (And if λ = 0, then each will know his βi with certainty from the
beginning.) Therefore, the first individual will have a higher consumption level than individual 2 at
the same age, despite having the same income level.

12
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Figure 3: Information about Prior Uncertainty

Example 3 (Dependence of Consumption Level on Future Income Growth Reveals Prior
Information). One can turn the same argument around to see how the level of consumption can
also be informative about the degree of private information, λ. To show this, we turn to Figure 3,
which is a slight variation of Figure 2. Consider two individuals with β1 > β2, who nevertheless
experience the same income realizations up to period 3. Now if λ = 1, then both households will have
the same beliefs in period 3 and, therefore, will choose the same consumption level. If, on the other
hand, households have some prior information (i.e., λ < 1), the household that starts out with a higher
prior belief (β̂1

1|0 > β̂2
1|0) will also have a higher belief at time t (β̂1

3 > β̂2
3) and therefore have a higher

consumption level. This implication stands in contrast to the RIP model, which predicts no such
dependence on past income levels (beyond what is captured by current income and assets). Moreover,
since β̂1

1|0 is positively correlated with the true β1, and both households in this example observed the
same past income paths, the household’s prior belief will be correlated with his future income growth.
Thus, controlling for current income and assets, and the past income path, the correlation between
current consumption and future income growth also reveals how much prior information the household
has. This is a useful prediction, as it shows how the observable variation in consumption and income
can be used to infer the amount of prior information, which is unobservable.

These three examples illustrate how one can use the structural equations—such as (9), (10), and
(11) that hold true exactly in a somewhat simplified version of the economic model to be estimated—
to choose an auxiliary model. Indirect inference allows one to think in terms of these rich dynamic
relationships instead of a set of moments (means, covariances, etc.). Below we shall write a parsimo-
nious auxiliary model that captures these dynamic relationships to identify the key parameters of the
income process.
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The results of this section illustrate some important advantages of using the information revealed
by intertemporal choices, such as consumption-savings, over using panel data on income alone. One
difficulty of the latter approach is that identification between different income processes partly depends
on the behavior of the higher -order autocovariances of income (Guvenen (2009) contains a detailed
discussion of this point). In contrast, because of its forward-looking nature, even short-run movements
in consumption and the immediate response of consumption to income innovations contain information
about the perceived long-run behavior of the income process, as can be seen from (9) and (11).

2.2.3 Reintroducing Partial Insurance

We now remove the restriction on θ and summarize the implications of partial insurance in the following
proposition.

Proposition 3 [Partial Insurance] With partial insurance, optimal consumption growth is given
by

∆Ct = (Πt − θϕt)× ξ̂it. (14)

The parameter θ can be identified from the age profile of the response of consumption to income
surprises.

To understand the empirical content of the proposition, first notice that the effect of partial
insurance on consumption is separable from the effects of learning (captured by Πt). Thanks to this
separability, all of the results established in the previous section (that is, Propositions 1 and 2 and
Lemma 1) continue to hold in the presence of partial insurance with “disposable income” now playing
the role of “income.” Second, for a sufficiently low interest rate and/or long enough horizon, the
annuitization factor ϕt is nearly constant (especially up to age 55, which is the age range we will
be focusing on), implying that the effect of partial insurance is flat over the life cycle. In contrast,
the effect of learning (Πt) is either monotonically increasing or inverse U-shaped depending on the
parameterization. Therefore, the age patterns of the two effects are distinctly different in response to
a given shock ξ̂it. Third, it is clear that (as long as θ > 0), the total response coefficient is now smaller
than without partial insurance (but always positive), so, as expected, the response of consumption to
income is muted. In Section 6.3, we examine sample paths for different households to illustrate the
effects of partial insurance and how they depend on other variables, such as income level, wealth, age,
and so on.

To summarize, the results of this section show that the dynamics of consumption and income
contain rich information that can allow us to identify partial insurance as well as various aspects of
the income process and households’ prior information about their future income growth prospects.
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3 The Full Consumption-Savings Model

We now describe the full model estimated in the empirical analysis. Compared to the stylized frame-
work in the previous section, the most significant change is that here we generalize preferences from
quadratic utility, add a retirement period, and allow a richer specification of borrowing constraints.

Specifically, in each period a household faces an age-dependent probability of death, denoted by
pdt,t+1, and can live up to at most age T . An individual works for the first R (< T ) years of his life,
after which time he is retired. Preferences over consumption are given by the CRRA specification. As
before, individuals can borrow and lend at the constant interest rate r, subject to an age-dependent
lower limit as specified below. The relevant state variables for this dynamic problem are cash-on-hand
(assets plus labor income), ωit, and the vector of mean beliefs, Ŝt =

(
β̂it, ẑ

i
t

)
. Therefore, the dynamic

program is

V i
t (ωit, β̂

i
t, ẑ

i
t;α

i) = max
Cit ,a

i
t+1

{
(Cit)

1−φ

1− φ
+ δt+1Et

[
V i
t+1(ωit+1, β̂

i
t+1, ẑ

i
t+1;αi)

]}
s.t. Cit + ait+1 = ωit

ωit = (1 + r) ait + Y disp,i
t

ait+1 ≥ at, and Kalman recursions

for t = 1, ..., R − 1, where V i
t is the value function of a t-year-old individual; at is an age-dependent

borrowing limit, which will be specified in a moment. The discount rate embeds the survival proba-
bility: δt+1 ≡ δ(1− pdt,t+1), where δ is the pure time discount factor.11 Disposable income, Y disp,i

t , is
income inclusive of the partial insurance via informal mechanisms, as specified in equation (16) below.
The evolution of the vector of beliefs and its covariance matrix are governed by the Kalman recursions
(27, 28, 29, 30). Finally, the expectation is taken with respect to the conditional distribution of ỹit+1

given in (26).12

Partial Insurance. Modeling partial insurance in an economy with learning requires some care. It
seems plausible to assume that the informal risk-sharing mechanisms available in the society (which
allow partial insurance) are subject to the same informational constraints faced by the households
themselves. This means that insurance can only be based on perceived shocks (e.g., η̂t, ξ̂it ) rather
than on the true but unobservable sources of uncertainty (e.g., βi or η ). With this assumption, we

11Clearly, some individuals will die with debt as long as at < 0. Since we are not conducting a general equilibrium
analysis, it is not necessary to model explicitly how this debt is disposed of. The probability of death is very low up
to age 55, so the behavior up to that age is little affected. After retirement, we assume the presence of perfect annuity
markets.

12In our empirical analysis we have estimated both a version where εt is observable and a version where it is unob-
servable. In both cases, we found that this assumption has a negligible effect on the empirical results. But when εt is
observable, the expectations operator in this dynamic program needs to be computed as a double integral, which slows
down computation. Thus, we report all the results below assuming that εt is not observable.
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define a household’s log disposable income to be

ydisp,it ≡ yit − θξ̂it, (15)

where yit is as given in equation (1).13 To obtain an alternative expression, we substitute into (15)
the expression for ξ̂it from equation (2) yielding

ydisp,it = yit − θ
(
ỹit − Et−1(ỹit)

)
= (1− θ)yit + θEt−1(yit).

Now it can be seen that disposable income is a convex combination of actual income and the
expected income in period t. When θ = 0, there is no partial insurance. When θ = 1, disposable income
equals expected income, so any shock in period t is completely insured via informal mechanisms. Thus,
θ provides a useful measure of partial insurance. Finally, the level of disposable income is obtained
by exponentiating (15) and adding an income floor:14

Y disp,i
t = Y + exp(ydisp,it ). (16)

Borrowing Constraints. As discussed above, the tightness of the borrowing constraints can have
a potentially large impact on the estimates of the income process parameters. Therefore, rather than
picking a (n arbitrary) value for at beforehand, we estimate the borrowing limit along with the rest of
the structural parameters. Our starting point is the natural borrowing limit, which is essentially the
loosest limit that still guarantees full repayment by the last period (T ) even if the household gets the
lowest income realization in every period. Here, this limit would be at =

∑T−t
τ=1 γ

τ min(Yτ ) = Y 1−γT−t
1−γ .

Although this is a conceptually clean and useful benchmark, it has the somewhat questionable impli-
cation that households face a looser constraint when young rather than when old, which is the opposite
of what we seem to observe in real life. To capture this possibility in a simple fashion (without intro-
ducing the complications of default and credit rating), we assume that banks use a potentially higher
interest rate to discount households’ future labor income during working years in calculating their
borrowing limit, but simply apply the risk-free rate for discounting retirement income. That is, we
define

at ≡ Y

[
R−t∑
τ=1

(ψγ)τ + ψR−t+1
T−t∑

τ=R−t+1

γτ

]
,

13The process in (1) is richer than most of the specifications used to calibrate incomplete markets models, yet it still
allows meaningful empirical identification. Although one could postulate even more general processes (for example,
allowing for separate permanent and persistent shocks components, or considering household-specific quadratic terms),
empirical identification would be problematic given the limited size of PSID samples. Guvenen et al. (2012) consider
such richer specifications but have access to a substantially larger and cleaner dataset from administrative records.
However, they do not have any consumption data, which is the focus of the present paper.

14The purpose of the income floor, Y > 0, is to make sure that income realizations are never too close to zero, which
can happen since all the terms in yit are normally distributed and, thus, have no lower bound. The possibility of a zero
income state would make borrowing effectively impossible (since the household would have no funds to pay back its
debt), which does not seem realistic given the sizable uncollateralized borrowing by households observed in the data.
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where ψ ∈ [0, 1] measures the tightness of the borrowing limit. When ψ = 0, no borrowing is allowed
against future labor income; when ψ = 1, households can borrow up to the natural limit. This
specification generates borrowing limits that become looser (tighter) with age when ψ is sufficiently
low (close to 1). The tightness parameter ψ will be estimated in the empirical analysis.

Retirement Period. During retirement, households receive annual pension payments from a re-
tirement system that mimics the salient features of the US Social Security Administration’s Old-Age
Insurance Benefits System. Since there is no uncertainty (or learning) after retirement, the problem
simplifies significantly:

V i
t (ωit;Y ) = max

cit,a
i
t+1

[
(Cit)

1−φ

1− φ
+ δV i

t+1(ωit+1;Y )

]
(17)

s.t. Y i = Φ
(
Y i
R;Y

)
, and eq. (5, 6)

for t = R, ..., T , with VT+1 ≡ 0.

Social Security System. The pension system in the model—captured by the function Φ—mimics
the US Social Security system, with one notable difference. In the actual US pension system, retire-
ment income is tied to households’ average labor income during the working years (denoted by Y i).15

Adopting this exact structure here, however, would add another state variable—Y
i—to the dynamic

problem above, increasing the already high computational burden of the estimation. So, instead, we
adopt the same functional form used in the US system for the Φ (·) function, but rather than use Y i,
we use instead the predicted average income given the worker’s income at the retirement age (Y i

R).
This is accomplished by first running the cross-sectional regression Y i

= k0 + k1Y
i
R and then using

the predicted average income implied by this regression, which we denote by Ŷ (Y i
R). This structure

does not add a state variable but recognizes the empirical relationship between average income and
the income at retirement age implied by each stochastic process. Letting Y denote the economy-wide
average lifetime labor income and defining Ỹ i

R ≡ Ŷ (Y i
R)/Y , the pension function is given by

Φ
(
Y i
R;Y

)
= Y ×



0.9Ỹ i
R if Ỹ i

R ≤ 0.3

0.27 + 0.32(Ỹ i
R − 0.3) if 0.3 < Ỹ i

R ≤ 2

0.81 + 0.15(Ỹ i
R − 2) if 2 < Ỹ i

R ≤ 4.1

1.13 if 4.1 ≤ Ỹ i
R.

15More precisely, the average is taken over the 35 working years with the highest earnings.
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4 The Data

This section discusses the data used in the empirical analysis and provides definitions for key variables.
The unit of analysis in this paper is a married household—so both income and consumption are
measured at the household level.

Constructing a Panel of Imputed Consumption. The PSID has a long panel dimension but
covers limited categories of consumption expenditures, whereas the Consumer Expenditure Survey
(CE) has detailed expenditures over a short period of time (four quarters). As a result, most previous
work has either used food expenditures (e.g., Hall and Mishkin (1982), Altug and Miller (1990),
Hayashi et al. (1996)) as a measure of nondurable consumption (available in PSID) or resorted to
using repeated cross sections from the CE under additional assumptions.

Blundell et al. (2006) develop a structural method that imputes consumption expenditures for
PSID households using information from the CE survey. These authors show that several statistics
calculated using the imputed measure compare quite well with their counterparts from the CE data.
However, because the CE dataset is available on a continuous basis only after 1980, their method has
been tailored to generate imputed consumption for the PSID from 1980 to 1992. In this paper, we
modify and extend the method proposed by these authors by also using the information in the (large)
1972–73 CE waves to obtain an imputed panel that covers the period 1968 to 1992. We also conduct
a detailed validation study, examining a broader set of statistics to show that the method works well
for this longer sample. Appendix C.3 contains the details.

Measure of Household Labor Income. The household labor income data come from the PSID.
We restrict attention to households that are in the nationally representative core sample, whose head
is between the ages of 25 and 55 (inclusive), and has non-missing data on food expenditures and head
and wife’s labor income. In the PSID, households report their total taxable income, which includes
labor income, transfers, and financial income of all the members in the household. The measure of
labor income that we use subtracts financial income from this measure and therefore includes the
labor income of the head and wife as well as several categories of transfer income (unemployment ben-
efits, social security income, pension income, worker’s compensation, welfare payments, child support,
financial help from relatives, and so on). We then subtract the labor portion of income taxes paid by
each household. A more complete description of the sample selection criteria we use and other details
on the PSID (such as the method for estimating taxes) are contained in Appendix C.

Converting the Data to Per-Adult Equivalent Units. We adjust both the imputed consump-
tion and income measures for demographic differences across households, since such differences have
no counterpart in our model. This is accomplished by regressing each variable on family size, a
race dummy, region dummies, a dummy indicating whether the head is employed, a dummy indi-
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cating residence in a large city, and a set of cohort dummies.16 We then use the residuals of these
regressions—which are interpreted as consumption and income per-adult equivalent—in the analysis
below.

5 Econometric Methodology: Indirect Inference Estimation

We now describe the method—indirect inference—used to estimate the parameters of the structural
model laid out in the previous section. Indirect inference is a simulation-based estimation method
whose hallmark is the use of an “auxiliary model” to capture aspects of the data upon which to base
the estimation. One of its key advantages over GMM is that this auxiliary model need not correspond
to any valid moment condition of the economic model in order to obtain consistent estimates of
the structural parameters. Indirect inference therefore permits significant flexibility in choosing an
auxiliary model: it can be any statistical model relating the model variables to each other provided
that each structural parameter has an independent effect on at least one (reduced-form) parameter
of the auxiliary model.17 Indirect inference can therefore accommodate many realistic features in the
consumption-savings models (such as borrowing constraints and risk aversion) that GMM cannot. We
elaborate on this point in the next section and then in the following section describe the auxiliary
model that we use in estimation.

5.1 A Brief Digression: Indirect Inference versus GMM

The standard method for estimating consumption-savings models since Hall and Mishkin (1982) has
been to derive explicit structural expressions that link observable variables (such as consumption and
income) to unobservable variables (such as persistent and transitory income shocks). It is useful to
contrast this approach with the indirect inference method we employ in this paper. To this end,
consider the certainty-equivalent consumption-savings model described above, but in keeping with
earlier work (Hall and Mishkin (1982); Blundell et al. (2008)), suppose that the income process is the
sum of a permanent and a transitory shock, which implies ∆Yt = ηt + ∆εt, where ηt, εt ∼ i.i.d. Here,
it can be shown that ∆Ct = ηt + ϕtεt. These two equations can be jointly used to estimate the ratio
of shock variances (σ2

η/σ
2
ε), which is a measure of the persistence, or durability, of shocks. To see how,

consider this regression:

∆Ct = π ×∆Yt + error, where π ≡ 1+ϕt(σ2
ε/σ

2
η)

1+2(σ2
ε/σ

2
η)

. (18)

16Each cohort is defined by 5-year bands based on the birth year of each head of household, e.g., those born between
1951 and 1955, 1956 and 1960, etc.

17More formally, indirect inference is consistent if the mapping from structural parameters to the parameters of
the auxiliary model has full rank near the true structural parameter vector. For more details, see Smith (1993) and
Gourieroux et al. (1993).
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Thus, σ2
η/σ

2
ε can be identified by estimating π from this regression. When income shocks are

permanent (i.e., σ2
ε = 0), we get π = 1, and consumption moves in lockstep with income from (18).

At the other extreme, when σ2
η = 0, π = ϕt/2 ≈ 0, implying that consumption fluctuations will be

much smoother than those in income. This identification strategy is commonly used in the literature,
where a set of coefficients (such as π above) are estimated via GMM or a minimum-distance method.
Notice, however, that even in this simple example, inference is feasible only because we have two
exact expressions that link ∆Ct and ∆Yt to ηt and εt, which were used to derive the expression for
π. It follows that the consistency of the estimates relies—potentially critically—on the validity of the
assumptions we made above (quadratic utility, no borrowing constraints, etc.) to make the derivation
of these two equations feasible.

To illustrate some of the potential difficulties with this approach, now consider the example shown
in the left panel of Figure 4. The line marked with squares is income, and the dashed line marked
with circles is consumption. (Ignore the dashed-dotted line for now.) The main observation that
is obvious in this picture is that the individual’s consumption and income move almost one-for-one
during most of his life (from 25 to 57). Thus, using (18) for inference would lead one to conclude
that income shocks are nearly permanent. Indeed, a GMM estimation using the coefficient above (i.e.,
σ(∆Ct,∆Yt)/σ

2(∆Yt)) as the only moment yields σ2
η/σ

2
ε = 27.2—that is, income shocks are almost

completely permanent, when in fact the true ratio used in the simulation was σ2
η/σ

2
ε = 2!

To understand the source of this substantial bias, now consider the dashed-dotted line, which plots
the asset position (scaled to fit in the figure): the household is right up against the constraint up to
the mid-50s, after which time savings for retirement starts to kick in. But borrowing constraints had
to be ignored to derive (18), which turns out to be critical for this household. In other words, for
this household consumption moves one-for-one with its income because he is not able to borrow any
further—not because income shocks are permanent and the household chooses to fully accommodate
these shocks. Although this example is clearly an extreme case, it sounds a cautionary note that this
common assumption has the potential to bias inference if a non-negligible fraction of households are
borrowing constrained.

A second example is shown in the right panel of Figure 4. A particular income path is plotted here
along with the consumption path that would be chosen by an individual when his risk aversion is,
respectively, 3 (circles) and 0.3 (diamonds).18 As could be expected, when the individual has higher
risk aversion, the consumption path is much smoother than when he is more risk tolerant. Now assume
that the econometrician observes the consumption path of the risk tolerant individual, but since risk
aversion is not observable, he assumes a value of 3 as a reasonable figure. (When equation (18) above is
derived using quadratic utility, an assumption about the value of risk aversion is made automatically.)
In this case, observing the strong response of consumption to income, the econometrician would be
led to overestimate the persistence of income shocks. Of course, the opposite case would arise if the
econometrician assumes a risk aversion lower than the true value. The indirect inference approach we

18Although assets have not been plotted to save space, the individual is never constrained in either case.
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Figure 4: Inferring Persistence of Shocks Using GMM Moment Conditions
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use in this paper allows us to relax several of these assumptions, model and estimate the tightness
of the borrowing constraints and the time discount factor, and explore the effects of different risk
aversion parameters on the estimates of income dynamics parameters.

5.2 A Parsimonious and Feasible Auxiliary Model

Although indirect inference shares a basic similarity to the method of simulated moments (MSM) it
differs from in its use of an auxiliary model to generate moment conditions. In particular, indirect
inference allows one to think in terms of the dynamic structural relationships that characterize most
economic models (such as (9) and (11)) but are difficult to express as simple unconditional moments.
Indirect inference is thus similar in some respects to likelihood methods that take into account all
of the structural model’s implications for the data. In this section, we describe a set of linear equa-
tions suggested by the linear-quadratic approximation to our structural model to serve as an auxiliary
model. Because the auxiliary model is linear, it clearly cannot be an exact representation of the non-
linear structural model, but it can approximate it more closely than MSM typically can using simple
unconditional moments. Moreover, the approach bears some similarities to the early literature on
estimation of linear rational expectations models subject to the “cross-equation” restrictions imposed
by the structural model on the coefficients of the (linear) reduced-form equations.

In light of Propositions 1 and 2, equations (9) and/or (11) are ideal candidates to form the basis of
an auxiliary model. For example, the response coefficient in equation (9) is Πt (λ, σβ, σαβ, ση, r, ρ;R, T ),
which depends on several key variables that we wish to estimate.19 The presence of the unobserved
beliefs β̂it|t−1 and ẑit|t−1, however, makes it impossible to use these equations directly as an auxiliary
model. But, as discussed in Section 2.2, current beliefs depend both on an individual’s prior beliefs

19The dependence of Π on λ, σβ , σαβ , and ση can be seen from the formulas for At and Bt.
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before beginning to work and on income realizations over the working life. Furthermore, prior beliefs
are likely to be correlated with future income realizations. We can therefore use leads and lags of
income as proxies for beliefs, leading to the following equation for consumption that depends only on
observables:

ct = a′Xc,t + εct = a0 + a1yt−1 + a2yt−2 + a3yt+1 + a4yt+2 + a5y1,t−3

a6yt+3,R + a7∆y1,t−3 + a8∆yt+3,R + a9ct−1 + a10ct−2 + a11ct+1 + a12ct+2 + εct , (19)

where ct and yt are the log of consumption and income, respectively; ∆yτ1,τ2 and yτ1,τ2 are, respectively,
the average of the growth rate and the average of the level of log income from time τ1 to τ2; and a and
Xc,t denote the vectors of coefficients and regressors. The use of logged variables in this regression
seems natural given that the utility function is CRRA and income is log-normal. By adding past
and future income growth rates as well as past and future income levels, this regression captures the
predictions made by the HIP and RIP models. Leads and lags of consumption capture the dynamics
of consumption around the current date.

To complete the auxiliary model, we add a second equation with yt as the dependent variable and
use all of the income regressors above as right-hand-side variables:

yt = b′Xy,t + εyt = b0 + b1yt−1 + b2yt−2 + b3yt+1 + b4yt+2 + b5y1,t−3 + b6yt+3,R

+ b7∆y1,t−3 + b8∆yt+3,R + εyt . (20)

We divide the population into two age groups—those between 25 and 38 years of age, and those
between 39 and 55 years of age—and allow the coefficients of the auxiliary model to vary across the
two groups.20 For each age group, the auxiliary model has 22 regression coefficients (13 in the first
equation and 9 in the second), two residual variances, and the correlation between the two residuals
for a total of 25 parameters. With two age groups, this yields a total of 50 reduced-form parameters
that determine the likelihood of the auxiliary model.

The goal of our estimation procedure, then, is to choose the parameters of the structural model so
that the auxiliary model parameters estimated using the observed data are “close” to those estimated
using data simulated from the model. Appendix B describes the metric we use to measure the
distance between two sets of auxiliary model parameters; we minimize this metric by maximizing
a “Gaussian objective” constructed out of this auxiliary model subject to the restrictions that the
structural model imposes on its parameters. Using a simple example, Appendix A shows that our
approach is asymptotically identical to minimizing a quadratic form in the difference between the two
sets of parameters with a specific choice for the weighting matrix.

20Although the auxiliary model would correspond to the structural equations in (9) and (11) more closely if the coef-
ficients were varying freely with age, this would increase the number of parameters in the auxiliary model substantially.
We have experimented with having one or three age groups but found the small sample performance to be better with
the specification adopted here.
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Appendix B also presents the results of a Monte Carlo study to gauge the ability of the auxiliary
model described above to identify the structural parameters. This study shows that it works very
well, with minimal bias and tight confidence intervals. Alternative auxiliary models with more or less
parsimony also perform reasonably well, though not as well as the one we use to obtain our empirical
results.

5.3 Empirical Preliminaries

Preset Values. Working life is R = 41 years, and the retirement duration is 15 years (T = 80). The
price of the one-period discount bond is set to 0.95, implying an interest rate of r = 1/0.95−1 ≈ 5.26%.
The common lifecycle profile of log income (g(·) in (1)) is captured by feeding into the model the
empirical profile computed from our PSID estimation sample. The (potential) lower bound of income,
Y , is set to be 5% of average income in this economy. As we discuss in further detail below, we have
found it very challenging to separately identify the coefficient of relative risk aversion, δ, and the
time discount factor, φ, despite substantial efforts (expanding the auxiliary model, adding some new
moments, and so on). Therefore, in our benchmark case, we proceed by fixing φ at 2 and estimating
δ. Later, we will conduct detailed sensitivity analyses with respect to the values of the parameters
preset in this section (including φ, r, and Y ).

Measurement Error. We add measurement error to simulated consumption and income data:

yi,∗t = yit + ui,yt ,

ci,∗t = cit + ui,c + ui,ct ,

where yi,∗t and ci,∗t are measured variables of household i, respectively, and ui,yt and ui,ct are zero-mean
random variables that are independent over time, with standard deviations of σy and σc.21 Notice
that we have also added a second term to consumption, ui,c, which is an individual fixed measurement
error with potentially nonzero mean in the cross section, µc0 , and standard deviation σc0 . This fixed
effect is needed for two reasons. First, and most important, recall that we regress both income and
consumption on a set of demographics to convert these variables into per-adult equivalent terms.
One effect of this adjustment is to introduce level differences between consumption and income, the
magnitudes of which vary across households. This fixed effect captures such differences.22 Second, the
model described above abstracts from initial wealth differences across households. These differences
in wealth would also drive a household-specific wedge between the levels of income and consumption.
The fixed effect is also a simple way to capture these differences in initial wealth levels.

21The variable ui,ct contains the imputation error, which is heteroskedastic owing to the mechanics of the imputation
procedure (a point also observed by BPP). In our estimation we will impose stationarity in variances to deal with the
computational burden, but further work is needed on the effects of this assumption.

22See Appendix B.1 for further details.
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Missing Observations. In the observed data set, we include only households with at least five
observations between the ages of 25 and 55 (of the head), for a total of 2,235 households with an
average of 12 observations on each (for a total of 26,441 household-year observations). With more
than half of the observations missing compared to a fully balanced panel, one question is, how does one
run the regressions in (19) and (20)? For missing values of regressors, we simply use values that are
constructed or “filled-in” using a reasonable procedure.23 However, on the left-hand side of regressions
we only use actual (i.e., not filled-in) observations. As will become clear in the Monte Carlo analysis,
a strength of the indirect inference method is that the particular filling-in method is not critical for
the estimation as long as the same procedure is applied consistently to real and simulated data (as
we do). As an extreme example, if we simply fill in all missing values with zeros, the estimates would
still be consistent, as we show in the Monte Carlo analysis.

Matching the Wealth-to-Income Ratio. The auxiliary model specified above does not explicitly
target the amount of savings and wealth generated by the estimated model. One goal of this paper,
however, is to provide estimates of income processes (together with combinations of time discount
factor, risk aversion, and borrowing constraints) that can be used for calibrating life cycle models
to be used in quantitative macroeconomic analysis. For this purpose, it is important to make sure
that the estimated model yields a reasonable amount of savings. Furthermore, households’ wealth
holdings contain some useful information that can shed light on (some of) the estimated parameters.
Unfortunately, detailed information about asset holdings in the PSID is available only intermittently
(and in fact, only in 1984 and 1989 in our sample period), which makes it difficult to use some dynamic
equations, such as (19) and (20), as additional auxiliary model regressions. As a compromise, we add
one static moment condition—the median wealth-to-income ratio (denoted by WY henceforth)—to
the objective function that the indirect inference procedure is minimizing, to be described in a moment.
Specifically, we add 10 × (WYPSID −WYModel)

2 to the objective function in (46). This additional
moment also makes pinning down the discount factor, δ, much easier in the estimation.

To calculate the empirical target, WYPSID, we use the wealth supplement of PSID, available in
1984 and 1989. We use households in our estimation sample that were also present in the PSID in
1984 and/or 1989 and use net worth as the measure of wealth (see Appendix C.2 for the precise
definition). The median value of WY is 0.99 in 1984 and 1.17 in 1989, averaging 1.08, which we take
as our empirical target.24

6 Estimation Results

In this section, we present the estimation results. In Section 6.1, we discuss the structural parameter
estimates. In Section 6.2, we compare the implications of the estimated model to the data for lifecycle
patterns of income and consumption that has received a lot of attention in the literature. Section

23Appendix B.1 contains the details.
24When we include all households up to age 65, the corresponding ratios are 1.19 and 1.43.
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6.3 studies simulated paths for consumption and income under different estimated models to shed
light on how the joint dynamics of consumption and income can be informative about various model
parameters.

6.1 Structural Parameters

Table I reports the estimated structural parameters.

Parameters of the Income Process: ρ, ση, σε, σα, σβ, corrα,β. The first column reports the
results from our benchmark model described in Section 3. First, the AR(1) process has an estimated
annual persistence of 0.756 and an innovation standard deviation of 22.7%, both estimated precisely.
Below, we present sensitivity analyses that show that the estimates of persistence are quite robust.
Therefore, we conclude that the joint dynamics of consumption and income data do not lend support
to permanent shocks as a reasonable representation of income shocks. That said, we do not mean to
deny the existence of permanent shocks—as even the most casual observation tells us that such shocks
exist. Rather, these results indicate that when income shocks are modeled as a univariate persistent
process, the typical shock received by a typical household is better represented as having a moderate
persistence.

Turning to the fixed heterogeneity across households, first, the dispersion of the fixed (level) effects
in income, σα, is 0.288. This figure is consistent with the estimates in the existing literature. The
standard deviation of income growth rates—a key parameter of interest—is estimated to be 1.76%,
which is substantial. For example, by age 55, an individual with a βi one (two) standard deviation(s)
above the mean will earn 1.68 times (2.80 times) the median income. Moreover, both σα and σβ

are estimated precisely, with t-statistics exceeding 10. Finally, the correlation between these two
parameters (corrαβ) is small but negative, –0.13, though it cannot be statistically distinguished from
zero. We can, however, easily reject a strong correlation of either sign.

The parameters discussed so far can all be identified with income data alone. Thus, to better un-
derstand what consumption data brings, it is instructive to compare these estimates to those obtained
by using only the income regression (20), reported in column 4. The main noticeable differences are
in the estimates of σβ and corrαβ . The remaining parameters are very similar across the two cases,
suggesting that they are pinned down very well with income data and that there is no conflicting
information in consumption data. The estimate of σβ is lower, at 1.34%, compared to the benchmark
case, but now corrαβ is positive and fairly large: 0.56. As a result, the rise in income inequality
generated by heterogeneous profiles in this case is, if anything, slightly larger than in the benchmark
case (by 4 log points). Finally, notice that the standard errors of these two parameters are significantly
higher when estimated with income data alone, suggesting that the two parameters are not identified
very precisely with income data alone. Consumption data are especially informative about these two
key parameters.
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Table I: Estimating the Full Consumption-Savings Model

Data: Income and Consumption Income
Partial Insurance? Benchmark Yes Self-insurance

Insure ξ̂ Insure ẑ (θ ≡ 0)
(1) (2) (3) (4)

Income Processes Parameters (can be identified with income data alone)
σα 0.288 0.286 0.265 0.298

(0.017) (0.017) (0.022) (0.038)
σβ 1.764 1.881 1.66 1.343

(0.137) (0.131) (0.118) (0.271)
corrαβ –0.127 –0.140 –0.112 0.558

(0.102) (0.090) (0.121) (0.289)
ρ 0.756 0.755 0.768 0.783

(0.023) (0.021) (0.025) (0.022)
ση 0.227 0.427 0.196 0.200

(0.007) (0.012) (0.005) (0.005)
σε 0.100 0.004 0.008 0.147

(0.016) (0.018) (0.021) (0.005)
Economic Model Parameters (need consumption data)

λ (prior uncertainty) 0.438 0.429 0.345 —
(0.045) (0.042) (0.074) —

θ (partial insurance) 0.451 0.552 0.00∗ —
(0.028) (0.031) —

ψ (borrowing constraint) 0.582 0.859 0.855 —
(0.040) (0.048) (0.083)

δ (subjective time discount factor) 0.953 0.955 0.956 —
(0.001) (0.001) (0.001) —

Measurement Error and Transitory Shocks (need consumption data)
σy 0.165 0.146 0.148 —

(0.006) (0.005) (0.007) —
σc 0.355 0.356 0.356 —

(0.007) (0.006) (0.002) —
σc0 0.430 0.429 0.427 —

(0.011) (0.011) (0.009)
max % constrained... 17.4% 21.8% 19.5%
... at age 29 27 27
a25/Y 0.08 0.13 0.11 —
a55/Y 0.06 0.11 0.09 —

Note: Standard errors (in parentheses) are obtained via parametric bootstrap with 150 repetitions.
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Parameters Identified with Consumption Data: λ, θ, δ, ψ. Now we return to column 1 in
Table I and discuss the structural estimates pertaining to the economic model. First, notice that all
four parameters—and especially λ and θ, which are of key interest—are very precisely estimated with
t-statistics exceeding 10. Thus, the joint dynamics of consumption and income contain sufficiently
rich information to tightly pin down these parameters.

Turning to the estimates, λ is 0.438, which reveals a modest amount of prior uncertainty regarding
individuals’ growth rate. To see this, notice that the component of income growth that is predictable by
households at time zero represents a substantial fraction of the total dispersion of βi in the population:
σ2
βk
/σ2

β = 1 − λ2 = 0.81. The remaining uncertainty is small but non-negligible, as we show in the
next section.

The partial insurance parameter, θ, is estimated to be 0.451, implying that almost one-half of
income surprises are smoothed away through informal mechanisms in the data. As we shall see
later, this availability of partial insurance further reduces the already moderate amount of income
risk implied by the estimates of the income process parameters and λ. As noted earlier, Blundell
et al. (2008) also tried to quantify partial insurance, although their framework is rather different
from the current one. Although their estimates vary quite a bit across samples and cohorts, their
baseline estimate for the whole sample (which is most comparable to ours) is that about 35 percent
of permanent shocks are insured along with almost 95% of transitory shocks. In our specification, the
income surprise, ξ, includes both transitory and persistent components. So the fact that our estimate
of θ = 0.45 is somewhat higher is consistent with their results.

The parameter ψ is estimated to be about 0.582, implying that individuals are able to borrow
against only about 60 cents of each dollar of future minimum income at every future date and state.
Another useful measure is the maximum debt that a household is allowed to carry as a fraction of
average income: at/E(Y i). For a household whose head is 25 years old, this limit is 8% of (the
economy-wide) average income and remains quite flat (still 6% at age 55). Finally, in the estimated
model, the fraction of households who are constrained peaks at age 29 (17.4% of households) and
stays between 6.5% and 13.5% between ages 30 and 40. The fraction constrained falls to about 5% or
less beyond age 40.

The estimated time discount factor is 0.953, which implies that δ(1 + r) is slightly above unity.
However, because average income is growing over the life cycle and individuals further discount the
future due to the possibility of death, the average individual is impatient—in the sense of Deaton
(1991)—according to these estimates. Although the standard error on δ is extremely small, this is
conditional on the fixed value of φ: unfortunately, the estimate of δ is quite sensitive to the preset
value of risk aversion. In Appendix D.6, we conduct a detailed sensitivity investigation with respect
to the value of γ and show that our results are robust over a wide range of its values.

Measurement Errors and Transitory Shocks: σε, σy, σc, σc0, µc. With consumption data, in
principle, we can tell transitory shocks apart from i.i.d. measurement error in income, since consump-
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tion should respond to the former but not to the latter. In practice, however, because the response of
consumption to transitory shocks is proportional to its annuitized value—which is small—this response
is rather weak, and identification is a problem empirically. In this framework, however, borrowing
constraints are binding for a non-negligible fraction of households. As a result, these households’ con-
sumption would move one-for-one with transitory shocks, allowing us to distinguish these shocks from
pure measurement error. We estimate the standard deviation of the transitory measurement error in
income to be about 14.7% annually, whereas true i.i.d. shocks to income have a standard deviation of
about 10% annually. Finally, the transitory measurement error in consumption has a standard devi-
ation of 35.5% and includes the noise introduced by the imputation method. Furthermore, the fixed
effect in measured consumption has a standard deviation of 43%, and both components are estimated
with extremely high precision.

Partial Insurance: An Alternative Specification

The baseline model featured partial insurance against income surprises, e.g., ξ̂. An important impli-
cation is that once a household’s expectations adjust to incorporate an income shock, insurance also
ceases to exist. To see what this means, consider the case without learning and assume shocks are
permanent: λ ≡ 0 and ρ ≡ 1. Now consider a 10% permanent shock in period t: ηt = −0.10. Income
will drop by 10% at all future dates, but the only “unexpected shock” happens at t. After that, expec-
tations fully adjust and there is no surprise. Consequently, partial insurance entails a compensation
of 0.10 × θ in period t and zero in subsequent periods. It is easy to see that the same effect holds
true more generally when λ > 0 and/or ρ < 1. This specification may not be unreasonable especially,
for example, in a society where individuals display habit formation preferences, in which case the
disutility associated with a consumption drop is largest on impact. This formulation would provide
front-loaded insurance precisely to alleviate those short-run pains.

That said, an alternative plausible way to think about partial insurance is that it might insure a
given shock at all future dates (e.g., disability insurance). To capture this idea, we modify equation
(15) so that now a fraction θ of the entire persistent component, zt, is insured:

ydisp,it ≡ yit − θẑit. (21)

Column 2 in Table I reports the results from this specification. Starting at the top panel, the
first four parameters of the stochastic process, σα, σβ, corrαβ, and ρ, are very little changed from the
benchmark specification (column 1). However, the two innovation variances are quite different now:
ση is now 0.43, almost twice its baseline value. At the same time, notice that the partial insurance
parameter is estimated to be θ = 0.55. So, about half of the total level of zt is not transmitted from
income to consumption. Thus, the after-insurance component of zt is about 0.20—little changed from
the baseline. Of course, it is interesting to note that the consumption equation in the auxiliary model
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contains so much information that it is able to raise the estimate of ση well above what is implied by
income data alone.

Turning to λ, its estimated value is virtually unchanged from the baseline, indicating that it is
robust to this modification to the way partial insurance is modeled. Overall, these results are quite
similar to the benchmark case. But perhaps this should not be surprising: zt is not a very persistent
process, so it reverts to its mean rather quickly. Therefore, its largest effect is upon impact, which is
also how partial insurance worked in the benchmark case.

Self-Insurance Model: Shutting Down Partial Insurance

Finally, we examine the case when households have no ability to smooth consumption over and above
self-insurance. To this end, we reestimate the model by restricting θ ≡ 0. Column 3 of Table I reports
the results. Compared with the baseline specification, three differences are worth noting. One, σβ is
slightly lower (1.66% vs. 1.76%). Two, λ is also lower (0.345 vs. 0.438). Combining these two pieces
implies that the prior uncertainty (as measured by σβ,0) is about one-third higher in the baseline model
compared with the self-insurance model: 0.438 × 1.76 ≈ 0.77 versus 0.345 × 1.66 ≈ 0.57. Perhaps
this result should not be too surprising: imposing θ ≡ 0 implies that none of the idiosyncratic risk is
insurable (beyond self-insurance), so the estimation procedure lowers the overall amount of risk faced
by households to compensate for this lack of partial insurance, by estimating a smaller amount of
growth rate uncertainty.

Overall, however, the differences between the two sets of estimates are not very large. These results
are intuitively consistent with equation (15), which showed that the response of consumption growth
to income surprises was separable from the terms involving beliefs and learning (Πt). So, while θ is
precisely estimated, it does not interact with the other parameters of the model (with the exception
of λ), at least for the specifications that we consider in this paper.

6.2 Model-Data Comparison: lifecycle Profiles of Income and Consumption

We now evaluate the fit of the estimated model to the U.S. data along three dimensions that are
important benchmarks in the incomplete-markets literature. The first two are the evolution of the
within-cohort variance of log income and log consumption over the life cycle. The third one is the
average lifecycle profile of log consumption. (The average lifecycle profile of income is matched by
construction.) We first discuss the benchmark estimates and then turn to the alternative specifications
estimated above.

Figure 5 plots the variance of log income and consumption using our PSID estimation sample, after
cohort effects are taken out following the usual procedure in the literature (e.g., Deaton and Paxson
(1994)). First, in the left panel, the income variance (red dashed-dotted line marked with squares)
increases by about 30 log points from age 25 to 55, consistent with figures reported in other studies
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Figure 5: Within-Cohort Income and Consumption Inequality: Data vs Estimated Models

(see, e.g., Storesletten et al. (2004a) and Heathcote et al. (2010)). The estimated benchmark model
(black solid line with circles) agrees with the trend in the data quite well, even though these variances
were never directly targeted in the estimation. Second, turning to consumption inequality, we see that
in the right panel a similar pattern is revealed: the simulated model matches up with the data very
well from ages 25 to 45. There is some evidence that consumption inequality grows further after that
age in the model, but the data counterpart is quite noisy, making a clear judgement difficult.25 Third,
Figure 6 plots the average lifecycle profile of consumption. The estimated model tracks the empirical
counterpart from the PSID quite well until about age 49, after which point average consumption in
the data starts declining, whereas the model counterpart continues to grow, although at a slower rate.

Overall, the model does a fairly good job of matching these three salient aspects of life cycle
income and consumption patterns, despite the fact that these do not appear as explicit moments in
the estimation procedure. Furthermore, all three versions of the estimated model appear to fit these
profiles, without significant differences among them. In the next section, we will show that looking at
household-level dynamics of consumption and income reveal a very different picture and allows us to
clearly distinguish between partial- and self-insurance models.

25In figure 5, the rise in the cross-sectional variance of consumption in the US data is about 10 log points, which is
small compared with that reported in earlier papers, such as Deaton and Paxson (1994), but is consistent with more
recent papers that use CE data with a longer time span, such as Heathcote et al. (2010), Kaplan (2012), and Aguiar
and Hurst (forthcoming). In turn, this small rise in consumption inequality found here also explains in part why our
structural estimation found a small value of λ, implying a smaller overall amount of uncertainty. Again, despite not
having any terms that capture the rise in the variance of consumption explicitly, the auxiliary model attempts to be
consistent with the small rise, which in turn requires a small amount of income risk perceived by households.
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Figure 6: Mean Log Consumption Profile over the Life Cycle: Model vs. US Data

Quantifying Uninsurable Income Uncertainty

As stated in the Introduction, a central goal of this paper is to quantify the magnitude of lifetime
income risk perceived by households at different points in life, which we are now ready to do. The
model we estimated contains three components that affect the rise in perceived income risk over time.
The first one is the AR(1) income shocks, which is standard. The second one is the uncertainty about
βi. And the third one is the existence of partial insurance. Figure 7 plots the forecast variance of
predicted log income at different horizons, from the perspective of a 25-year-old: E25((ydisp25+t−ŷ

disp
25+t|25)2)

for t = 1, 2, ..., 30. The graph contains four lines. We start from the very top line (black dashed line
marked with circles), which shows the maximum amount of uncertainty that is possible in this model—
essentially if all the rise in income inequality over the life cycle represented income risk. It is computed
by using the benchmark estimates from column 1 of Table I but imposing θ = 0 and λ = 1. This is a
useful benchmark, against which we compare each estimated model.

The second line from the top (brown dashed line) plots the amount of perceived income risk in the
self-insurance model. As seen here, this profile overlaps very well with the first (top) line in the first
five years of the life cycle, implying that all the rise in inequality up to age 30 is considered as risk by
households. This is largely because heterogeneity in βi contributes little to income differences early
on, which are instead driven by persistent income shocks. However, notice from the graph that the
absolute amount of this risk is quite small. After age 30, however, inequality keeps rising—now almost
entirely due to heterogeneous growth rates—whereas perceived risk tapers off because the small initial
uncertainty about βi is largely resolved. Overall, between ages 30 and 55, total income dispersion
rises by 25 log points, whereas perceived risk rises by only 3 log points.

Now, we move to the benchmark model (blue line marked with squares), which adds partial
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Figure 7: Uninsurable Income Uncertainty

insurance (and has slightly different parameter estimates too). As could be expected, now the overall
uncertainty is even lower because part of the risk will be insured through informal channels. This
mainly affects the uncertainty in the younger ages though, so the rise after age 35 is similar to the
self-insurance model (only slightly lower).

Overall, according to our benchmark estimates, a 25-year-old household perceives that less than
one-fifth (5 of the 32 log points) of the increase in income dispersion until age 55 is due to uncertainty,
with the rest being predictable and/or insurable by households. Notice that this is not a statement
about the level of uncertainty but about its rise over the life cycle. In contrast, the standard RIP
process estimated in the literature together with a self-insurance model would attribute all of the
32 log points rise in inequality to risk. The richer model studied here allows us to separate known
heterogeneity from risk as well as the part of risk that is insurable, which reveals a much smaller
amount of risk than what is currently used to calibrate models in the incomplete markets literature.

At this point, it is also useful to compare the estimates of uncertainty regarding growth rates to
the value that Guvenen (2007) gleaned from within-cohort variances and without allowing for partial
insurance. The calibrated standard deviation of prior beliefs in that paper is σβ,0 = 0.012.26 The
corresponding number in this paper is σβ,0 = 0.0077. To map these numbers into figures that are easy
to interpret, we compute the part of forecast variance that is due to growth rate uncertainty only.
In the current paper, this forecast variance for predicting income at age 65 is only 8.4 log points,
compared with 23.1 log points using Guvenen (2007)’s numbers. This difference is quite substantial,
corroborating our conclusion that accounting for the full joint dynamics of consumption and income
significantly reduces our estimate of income uncertainty.

26The notation for λ differs between the two papers, so they are not directly comparable.
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6.3 Inspecting the Response of Consumption to Income

One conclusion that we draw from the lifecycle profiles in the previous section is that the three versions
of the estimated model have broadly similar implications for lifecycle patterns. In other words, if we
were to focus simply on the moments summarized in these three graphs, it would have been difficult
to identify and precisely estimate partial insurance along with the other parameters. The reason we
are able to do so here is precisely because we use the joint dynamics of consumption and income.

We now take a closer look at the sources of identification. Figure 8 plots six figures in two columns.
Each column corresponds to a different household and plots (from top to bottom) the simulated paths
of income, annual consumption growth, and wealth over the life cycle. Looking at the left column, we
see that household 1 has a fairly high income. The income profile is also hump-shaped and reaches
about three times the median income at age 45-50. As seen in the right column, household 2 has
a low and flat income profile, earning about half of the median income. The middle panel shows
three lines. The dashed line is consumption growth in the self-insurance model. The solid black line
displays the gap between consumption growth under the benchmark (partial insurance) model and
under the self-insurance model: ∆Cθξt − ∆Cθ=0

t , where the superscript θξ indicates the benchmark
model. The dashed-dotted line displays the same gap, this time for the alternative partial insurance
specification (indicated by label superscript θz). Notice that, as expected, both gaps are perfectly
negatively correlated with ∆Cθ=0

t , implying that consumption growth under partial insurance is always
smoother than under self-insurance. However, the difference is sometimes large and sometimes small.
For example, in the left column, household 1 would experience a consumption decline of 35% from age
31 to 32 under self-insurance, but instead experiences a decline of only 35% – 12% = 23% under partial
insurance. The flip side, of course, is that at age 34, consumption growth is 36% with self-insurance
and only 22% under partial insurance.

A key point to observe is that after about age 40, the difference between partial insurance and
self-insurance declines significantly—the solid line fluctuates near zero. Looking at the bottom panel
makes the reason clear: because this household experiences positive income shocks, its asset holdings
rise significantly after about age 40, which makes self-insurance very feasible and effective. In this
case, what can be attained in terms of consumption smoothing by partial insurance can also be
effectively achieved by self-insurance. Turning to the right panel, though, we see a different picture:
the persistently low income of this household does not allow it to accumulate much wealth until later
in the working life (about age 55). Consequently, partial insurance allows one to achieve a smoother
consumption path than self-insurance at later ages. For example, from ages 50 to 51, consumption
declines by 34% under self-insurance but by only 21% with partial insurance.

Inspecting these paths reveals the strength of the panel data analysis of the joint dynamics of
consumption and income. Focusing on precisely how a given household’s consumption responds to
a particular income shock and how this relationship varies by the household’s age, past and future
average income, income growth rate, and so on, allows us to precisely pin down the parameters of our
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model, including the degree of partial insurance. This is an important advantage over some earlier
papers that focused only on lifecycle profiles, such as Guvenen (2007) and Storesletten et al. (2004b),
among others.

6.4 Inspecting the Auxiliary Model

Before we conclude the analysis of the estimated model, it is also instructive to look at the auxiliary
model coefficients. It is useful to know whether the data coefficients are significant as well as how
the estimated model does in matching those data coefficients. Table II displays the 50 coefficients of
interest. Throughout the table, a boldface font indicates that the coefficient is highly significant (a
t-statistic of 5.0 or more).27 The first row reports the data coefficients for the income equation of the
young group: all regressors, except for the last two, are very significant. The next row displays their
counterparts from the simulated model. For each coefficient, a test is conducted under the null that
the model and data coefficients are equal to each other. Rejection with a t-statistic greater than 5 is
indicated with the superscript († † †). Similarly, rejections at the 1% and 5% levels are indicated with
superscripts (††) and (†), respectively.

In the income equation, the leads and lags of y, as well as the past and future average income, are
almost always very significant (with t-statistics exceeding 30). The coefficients from the simulated data
match their data counterparts well: for the 11 coefficients in this regression that are very significant
(in bold), one cannot reject equality between the model- and data-implied coefficients at a 5% level
or higher. Further, for only 3 out of the 18 coefficients in this regression can one reject that the model
and data coefficients are statistically different. Overall, the estimated structural model does a fairly
good job of matching the auxiliary model coefficients in the income equation.

The consumption regression (19) is more challenging in many ways: the left-hand-side variable
is now the output of a complex structural model that filters through the income shocks into the
consumption choice. Moreover, consumption data contain not only measurement error (as did income
data) but also imputation error. Inspecting the coefficients, we see that the lagged income term is
highly significant, and the model matches them quite well. Another set of coefficients that are also
very significant is the leads and lags of consumption. Here, we see a fairly clear rejection. As much
as the estimation procedure tries to bring these coefficients close together (as evidenced by the fact
that the model coefficients are of the right order of magnitude and always have the correct sign), a
statistically significant gap still remains.28 Finally, panel C displays the variance-covariance matrix
of the regression residuals, whose elements are very precisely estimated. Consequently, the Gaussian
objective function puts significant weight on these terms. Out of the six elements in panel C, the

27We compute the standard errors using a nonparametric bootstrap (sampling individuals with replacement).
28One conjecture is that some sort of temporal dependence in the utility function, such as habit formation, could help

resolve this problem by increasing the correlation of consumption at lower lags compared with the benchmark model.
Nevertheless, exploring alternative utility function specifications is beyond the scope of this paper and is left for future
work.
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estimated model fails to match only one of them (the correlation of residuals across equations for the
young group).

To sum up, the estimated structural model matches several very significant coefficients of the
auxiliary model quite well, but also falls short in matching the coefficients on lagged and future
consumption, resulting in a statistical rejection.

6.5 Robustness

Despite many appealing features of simulation-based structural estimation methods, a drawback is that
the estimates depend potentially on all the assumptions made on the structural model. In contrast,
GMM has the advantage that any feature of the model that does not appear explicitly in the moment
conditions has no relevance for the estimation results. Consequently, it is essential to examine whether
the parameter estimates we obtain are sensitive to the key features of the model that have been fixed
in advance. In an earlier version of the paper, we have conducted extensive robustness analyses by
varying a number of key assumptions made so far. These included (i) an alternative method for
filling-in missing observations, (ii) considering a higher income floor Y , (iii) a lower interest rat e, (iv)
fixing (rather than estimating) the borrowing constraints, and (v) using all data available up to age
65. We found that the results were overall quite robust to these changes and none of the substantive
conclusions reached in the paper were altered by these changes. For completeness, we included these
results in supplemental Appendix D.

7 Discussions and Conclusions

Partial Insurance versus Advance Information: Can we Tell them Apart?

An ongoing debate in the literature attempts to understand if partial insurance can be disentangled
from advance information (typically about one-period ahead income realizations) and identified using
consumption and income data (Blundell et al. (2008), Kauffmann and Pistaferri (2009), and Kaplan
and Violante (2010)). The general conclusion is concisely summarized by Kauffmann and Pistaferri
(2009, p. 392): “[D]ata on income and consumption are not sufficient to separately identify advance
information that consumers may have about their income from the extent of consumption insurance
against income innovations.” It should be noted that this debate takes place squarely in the context
of GMM estimation, in which case researchers exclusively rely on moments based on consumption
changes. In this section, we revisit this question and show that while we confirm the lack of iden-
tification between insurance and advance information using consumption change alone, the levels
of consumption—as used in our auxiliary model—are clearly able to separate the two. The basic
argument can be explained most easily in a stylized example, although it is easy to generalize it.

For this purpose, consider a two-period model with quadratic utility, no time discounting, no
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borrowing constraints, and a zero net interest rate:

max
C1,C2

[
−(C1 − C∗)2 − E(C2 − C∗)2

]
s.t. C1 + C2 = Y1 + Y ∗2 .

Further, we assume that income follows a random walk: Y2 = Y1 + η. (These assumptions are
made for clarity of exposition and can be easily relaxed.) We model advance information as follows.
Suppose that at time 1, the individual receives a signal about his future income, so that his expectation
is given by E∗(Y2) = (1−α)Y2 +αY1. (The superscript ∗ indicates that the expectation is conditional
on information beyond Y1.) The parameter α measures the amount of advance information. When
α = 1, there is no advance information: E∗(Y2) = Y1, and when α = 0, the signal is fully revealing:
E∗(Y2) = Y2. This latter case is the same as a model with no uncertainty. For partial insurance, we
use the same structure as in Section 3. That is, disposable income is given by

Y ∗2 = Y2 − θ(Y2 − E∗(Y2)) = (1− θ)Y2 + θE∗(Y2) = Y2 − αθ(Y1 − Y2).

Optimal consumption choices can be shown to be

C1 =
(1 + α)Y1 + (1− α)Y2

2
and C2 =

[
1

2
− α(

1

2
− θ)

]
Y1 +

[
1

2
+ α(

1

2
− θ)

]
Y2. (22)

The formula for C1 does not involve θ, so observing C1, Y1, and Y2 identifies α; then C2 identifies
θ straightforwardly. The auxiliary model we used in this paper (19) contains current consumption on
the left-hand side and the levels of both past and future income on the right-hand side, which captures
precisely the type of information that is needed according to these formula.

Now, let us compute the consumption change:

C2 − C1 = α(1− θ)(Y2 − Y1). (23)

Notice that the two key parameters, α and θ, appear in (23) multiplicatively and therefore cannot
be separately identified. This is precisely analogous to the results found in the literature that the
response of consumption growth to income growth identifies a mixture of partial insurance and advance
information.29

These results suggest that we can introduce a signal (advance information) into our model that
yields information about one-period-ahead income and estimate it along with the partial insurance
already included. Conceptually, the framework is perfectly capable of dealing with such an analysis,

29Generalizing this example to a multi-period setting would introduce assets into the level formulas, but indirect
inference is easily able to deal with that by using appropriate proxies (such as, e.g., long-run averages of income) for
wealth.
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especially because indirect inference does not require us to rely solely on consumption growth mo-
ments, which, as seen above, cannot distinguish partial insurance from advance information. In this
paper, we have not undertaken this extension, because it introduces another state variable, increasing
computational complexity by an order of magnitude. However, this is high on our future research
agenda.

Conclusions

The joint dynamics of consumption and labor income contain rich information about the economic
environment that individuals inhabit. In this paper, we have studied how such information can be
extracted from choice data to shed light on different aspects of lifetime income risk. The framework
that we analyzed encompasses a number of earlier papers that also attempted to interpret the joint
dynamics of consumption and income data through the lens of structural models, such as Gourinchas
and Parker (2002), Guvenen (2007), Blundell et al. (2008), and Kaplan and Violante (2010). While
our estimate of growth-rate heterogeneity in the population is quite similar to what was assumed in
Guvenen (2007), the amount of growth-rate uncertainty we estimate here is much smaller than what
was found in that paper. Our results on partial insurance are broadly consistent with Blundell et
al. (2008)’s findings that up to one-half of persistent shocks are insured through informal channels.
Our analysis also addresses Kaplan and Violante (2010)’s critique that the estimated effects of partial
insurance could be partly attributable to the non-permanence of income shocks: we left the persistence
of income shocks unrestricted but instead estimated it along with the rest of the model parameters.

The Monte Carlo results suggest that the indirect inference method works very well, even in
the presence of frequently binding borrowing constraints, missing observations, a concave pension
function, and so on, that make the auxiliary model an imperfect approximation to the structural
relationships that hold in the model. While in this paper we have focused entirely on consumption-
savings choices, the estimation method we use is general enough to accommodate a variety of other
static or intertemporal decisions. Economic decisions that involve large fixed costs (and, hence, are
made infrequently, such as fertility choice, house purchases, etc.) are likely to be especially forward-
looking and therefore useful for inferring the nature and amount of risk. We believe that the indirect
inference methodology used in this paper can be fruitfully used in these alternative implementations.

Substantively, we find that (i) income shocks have moderate persistence—much less than a unit
root; (ii) income growth rates display significant cross-sectional heterogeneity; (iii) individuals have
much better information about their own income growth rates than what can be predicted by the
observable variables typically available to the econometrician; and, finally, (iv) there is substantial
amounts of partial insurance available to households, over and above what they can achieve on their
own through self-insurance. Combining these pieces, the main conclusion of our analysis is that the
amount of uninsurable lifetime income risk that households perceive is much smaller than what is
typically assumed in calibrated macroeconomic models with incomplete markets.
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A Derivations and Proofs

A.1 Kalman Filtering Equations

The recursive updating formulas are given by

Ŝit = Ŝit|t−1 + Kt × ξ̂it (24)

Pt = (I −KtH
′
t)×Pt|t−1, (25)

where Ŝit|t−1 and Pt|t−1 denote the one-period-ahead forecasts of these two variables and obtained from beliefs

as Ŝit|t−1 = FŜit−1, and Pt|t−1 = FPt−1F
′ + Q; and Kt ≡ Pt|t−1Ht

[
H′tPt|t−1Ht

]−1 is the (optimal) Kalman
gain. Then, ỹit has a Normal distribution conditional on an individual’s beliefs at time t− 1:

ỹit|Ŝit−1 ∼ N
(
H′tŜ

i
t|t−1,H

′
tPt|t−1Ht

)
. (26)

For the problem at hand, (24) and (25) can be manipulated to obtain some simple expressions. First, (24)
simplifies to

β̂it − β̂it−1 = (At/Xt) ξ̂
i
t, (27)

ẑit − ρẑit−1 = (Bt/Xt) ξ̂
i
t, (28)

where At ≡ tσ2
β,t|t−1 +σβz,t|t−1, Bt ≡ tσβz,t|t−1 +σ2

z,t|t−1, and Xt ≡ vart−1

(
yit
)

= Att+Bt. Notice that At/Xt

and Bt/Xt measure the fraction of the (one-step-ahead) forecast variance that is due to the slope uncertainty
and the persistent shock, respectively. Thus, a given ξ̂it is split according to the perceived share of variance
attributed to each component. Second, (25) reduces to

σ2
β,t+1|t = σ2

β,t|t−1 −
A2
t

Xt
(29)

σ2
z,t+1|t = ρ2

[
σ2
z,t|t−1 −

B2
t

Xt

]
+ σ2

η. (30)

As shown by Guvenen (2007), an important feature of Bayesian learning in this framework is that beliefs
about βi change non-monotonically over the life cycle, owing to the inverse U-shape pattern followed by A2/X.
Consequently, the uncertainty regarding βi can be very slow to resolve. If, instead, the prior uncertainty were
to resolve quickly, consumption behavior after the first few years would not be informative about the prior
uncertainty faced by individuals (σ̂2

β|0).

A.2 Proofs of Propositions 1 and 2

We begin by establishing the following lemma that comes in handy in the proofs that follow.

Lemma A.1 Assume σβ > 0. Then ∂Πt/∂λ > 0.
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Proof. First recall that Πt = Φt(At/Xt) + Ψt(Bt/Xt), with

Φ(t;T, r) ≡
[

γ

(1− γ)
+
t− (T + 1)γT−t+1

(1− γT−t+1)

]
and

Ψ(t;T, ρ, r) ≡ 1− γ
1− γρ


(

1− (γρ)
T−t+1

)
(1− γT−t+1)

 .
The dependence of Πt on λ comes through At, Bt, and Xt, which all contain elements of Pt+1|t, which in

turn depend on λ. Thus, to establish ∂Πt/∂λ > 0, we first iterate on the recursions for updating the posterior
covariance matrix (equation (25)). Specifically, start at t = 0: σ2

β,1|0 = λ2σ2
β , σ

2
z,1|0 = σ2

η, and σβz,1|0 = 0.
Then we can find A1 = λ2σ2

β , B1 = σ2
η, and X1 = λ2σ2

β + σ2
η. Plugging these expressions into (29) and (30),

we obtain

σ2
β,2|1 =

λ2σ2
βσ

2
η

λ2σ2
β + σ2

η

,

σ2
z,2|1 = ρ2

λ2σ2
βσ

2
η

λ2σ2
β + σ2

η

+ σ2
η,

and

σ2
βz,2|1 = ρ

λ2σ2
βσ

2
η

λ2σ2
β + σ2

η

.

After a few iterations like this, the following recursive formulas emerge for the variances and covariances:

σ2
β,t+1|t = Kt (31)

σ2
z,t+1|t = t2ρ2Kt + σ2

η (32)

σβz,t+1|t = −tρKt, (33)

where Kt ≡
Θσ2

η

Θ(
t
Σ
s=0

(s−(s−1)ρ)2−1)+σ2
η

and Θ ≡ λ2σ2
βσ

2
η

λ2σ2
β+σ2

η
.

Now, first, it is straightforward to show that Πt(λ = 0) > 0. To see this, observe that if λ = 0, then Θ = 0

and Kt = 0 for all t. So, σ2
β,t|t−1 = σβz,t|t−1 = 0 and σ2

z,t|t−1 = σ2
η. It follows that At = 0, Bt = σ2

η, and
Xt = σ2

η. Plugging in these values shows that Πt = Ψ(t;T, r, ρ), which is always positive. Second, to show that
∂Πt
∂λ > 0 , we need to calculate the derivatives of At/Xt and Bt/Xt with respect to λ. First, we have

∂Θ

∂λ
=

2λ3σ2
β(σ2

z)2

(λ2σ2
β + σ2

z)2
> 0,

∂Kt

∂λ
=

∂Θ
∂λ (σ2

η)2

(Θ(
t

Σ
s=0

(s− (s− 1)ρ)2 − ρ2) + σ2
η)2

> 0.

Using the chain rule and ∂Kt
∂λ > 0 for all t, we find

∂(At/Xt)

∂λ
= (t− ρ(t− 1))Kt−1

∂Kt−1

∂λ
σ2
η > 0
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∂(Bt/Xt)

∂λ
= −t(t− ρ(t− 1))Kt−1

∂Kt−1

∂λ
σ2
η < 0.

We can rewrite the derivative of Πt with respect to λ as

∂Πt

∂λ
= [Φt

∂(At/Xt)

∂λ
+ Ψt

∂(Bt/Xt)

∂λ
] (34)

= [Φt − tΨt](t− ρ(t− 1))Kt−1
∂Kt−1

∂λ
σ2
η. (35)

Note that all terms outside of the square brackets are positive. Thus, ∂Πt
∂λ > 0 if and only if [Φt− tΨt] > 0.

To prove the latter, we proceed in two steps. First, the expression we are interested in is

Φt − tΨt =

[
γ

(1− γ)
+
t− (T + 1)γT−t+1

(1− γT−t+1)

]
− t
[

1− γ
1− γT−t+1

1− (γρ)T−t+1

1− γρ

]
. (36)

It is straightforward to see that ∂(Φt− tΨt)/∂ρ < 0, since ρ only appears in the second set of brackets (i.e,
Ψt), which clearly becomes more negative as ρ rises.30 Therefore, it is sufficient to prove that Φt − tΨt > 0

when ρ = 1 and the same will hold for all values of ρ < 1. This is how we shall proceed. Let the remaining
planning horizon of an individual be denoted with τ ≡ T − t + 1. When ρ = 1, we have Ψt = 1 and the
expression simplifies to

Φt − tΨt =

[
γ

(1− γ)
+
t− (T + 1)γT−t+1

(1− γT−t+1)

]
− t =

γ

(1− γ)
− τγτ

(1− γτ )
. (37)

For τ = 1, the expression equals zero. All we need to show is that the derivative of this expression with
respect to τ is negative, which will then establish that Φt − tΨt < 0 for all τ > 1. This is easy to do:

d

dτ

(
τγτ

(1− γτ )

)
=
γτ (1 + τ log γ − γτ )

(1− γτ )2
< 0⇔ 1 + τ log γ − γτ < 0⇔ γτ < eγ

τ−1,

which is satisfied for all τ > 1 as long as γ < 1 (i.e., r > 0). Since the second term in (37) is decreasing with
the horizon, this establishes that Φ− tΨ > 0 for all τ > 1 (alternatively t < T ). �

Proof of Proposition 1:

Part (i): Rewrite (9) as

∆Cit = Πt × (Y it − Et−1(Y it )) = Πt × (∆Y it + Y it−1 − Et−1(Y it ))

= Πt ×∆Y it + Πt ×
(
βi(t− 1) + zit−1 − (β̂it−1t+ ẑit−1)

)
= Πt ×∆Y it + Πt ×

((
βi − β̂it−1

)
t+ (zit−1 − ẑit−1)− βi

)
Taking the expectations of both sides with respect to the history up to time t − 1 (of prior beliefs and

30To see this, note that the ratio 1−(γρ)T−t+1

1−γρ can be expanded as 1 + (γρ) + (γρ)2 + ... + (γρ)T−t, which is
clearly increasing in ρ.

46



income realizations, {Y i1 , Y i2 , .., Y it−1, β̂
i
1|0}) conditional on β

i,∆Y it :

E
(
∆Cit |βi,∆Y it

)
= Πt ×

(
∆Y it + E

(
βi − β̂it−1|βi,∆Y it

)
× t
)

+ Πt × E
(
zit−1 − ẑit−1|βi,∆Y it

)
−Πt × βi

E
(
∆Cit |βi,∆Y it

)
= Πt ×∆Y it + Πt × (βi − βi)× t

+ Πt × (0)−Πt × βi.

On the last line, we made use of two facts: E
(
zit−1 − ẑit−1|βi,∆Y it

)
= 0 and E

(
β̂it−1|βi,∆Y it

)
= βi, which

yields

E
(
∆Cit |βi,∆Y it

)
= Πt ×∆Y it −Πt × βi. (38)

Therefore, controlling for income growth, on average, consumption growth is decreasing in βi. Furthermore,
since ∂E(Y it−1 − Y i1 |βi)/∂βi > 0, consumption growth is also decreasing in past income growth.

Part (ii): We need to establish three results. First the negative dependence proved above holds even when
λ = 0, that is, when the individual has full information about his/her βi. Second, the strength of consumption’s
response to past income growth becomes stronger (i.e, becomes more negative) as λ rises. From the expression
for ∆C

i

t given in (38), this is equivalent to showing ∂Πt/∂λ > 0, which was proved in Lemma 1. �

Proof of Lemma 1. From the solution of the model, we know that consumption equals the annuity value
of the physical wealth and expected lifetime discounted labor income:

Ct = ϕt[
1

γ
At +

T−t∑
s=0

γsEt(Yt+s)]. (39)

Taking the expectation of the income process, Y it = αi + βit+ zit, we find Et(Y it+s) = αi + β̂it(t+ s) + ρsẑit.
Plugging (3) in (39) yields

Cit = ϕt[
1

γ
Ait +

T−t∑
s=0

γs(αi + β̂it(t+ s) + ρsẑit)] (40)

= ϕt[
1

γ
Ait + (αi + β̂itt+ ẑit︸ ︷︷ ︸

Y it

) +

T−t∑
s=1

γs(αi + β̂it(t+ s) + ρsẑit)] (41)

⇒ Cit = ϕt( ωit
Cash on hand

) + γΦ(t+ 1;T, r)β̂it + γρΨ(t+ 1;T, r, ρ)ẑit, (42)

which is equation (11) in Lemma 1.

A.3 Partial Insurance

Following the same steps in the proof of Lemma 1 above and replacing Yt with Y disp
t yields the following

expression for consumption growth in the presence of partial insurance:
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∆Ct = ξ̂t

{
At
Xt

[Φ (t;T, r)− tϕtθ] +
Bt
Xt

[Ψ (t;T, r)− ϕtθ]
}
.

This expression can be further simplified by rearranging terms and recognizing that Att + Bt ≡ Xt. We
get

∆Ct = (Πt − ϕtθ)× ξ̂t.

A.4 Likelihood Approach vs. Quadratic Objective: An Equivalence

Here we establish the asymptotic equivalence between the “likelihood approach” to indirect inference employed
in our estimation and the quadratic objective—also called the Wald approach—that is often used in the
literature. We prove the equivalence for a stylized case for clarity, although it will become clear that the proof
can easily be extended to allow more general structural models (with a vector of exogenous variables, Xt, as
well as more lags and leads of variable Y ). Now, consider the structural (i.e., “true”) model:

Yt = f (Yt−1, β) + εt,

where εt ∼ iid N
(
0, σ2

)
, σ2 is known, and Y0 is given. Consider the auxiliary model: Yt = γ0 + γ1Yt−1 + ηt,

ηt ∼ i.i.d. N (0, 1). The auxiliary model likelihood is −
∑T
t=1 (Yt − γ0 − γ1Yt−1)

2. Define

ĥi (β) ≡ (γ̂0,i(β), γ̂1,i(β)) = argmin
γ0,γ1

T∑
t=1

(
Y it (β)− γ0 − γ1Y

i
t−1 (β)

)2
,

where i denotes the ith simulated data set, given β. Now define

ĥM (β) ≡ argmin
γ0,γ1

M∑
i=1

T∑
t=1

(
Y it (β)− γ0 − γ1Y

i
t−1 (β)

)2
,

as M →∞ (holding T fixed), ĥM (β)→ h (β), where

h (β) ≡ argmin
γ0,γ1

E
T∑
t=1

(Yt (β)− γ0 − γ1Yt−1 (β))
2
.

The approach in this paper is (assuming M is large) to calculate

β̂T = min
β

T∑
t=1

(Yt − γ0 (β)− γ1 (β)Yt−1)
2
,

48



where {Yt}Tt=0 is the observed data. The first-order condition is

0 =
∑
t

(Yt − γ0 (β)− γ1 (β)Yt−1) γ
′

0 (β)

+
∑
t

(Yt − γ0 (β)− γ1 (β)Yt−1) γ
′

1 (β)Yt−1

=− γ
′

0 (β)
∑

Yt + γ0 (β) γ
′

0 (β)T + γ1 (β) γ
′

0 (β)
∑

Yt−1

− γ
′

1 (β)
∑

YtYt−1 + γ0 (β) γ
′

1 (β)
∑

Yt−1 + γ1 (β) γ
′

1 (β)
∑

Y 2
t−1, (43)

where γ′j(β) is the derivative of γj , j = 0, 1. Now, as an alternative, consider minimizing the following quadratic
form: [

γ0 (β)− γ̂0

γ1 (β)− γ̂1

]′ [
a11 a12

a21 a22

][
γ0 (β)− γ̂0

γ1 (β)− γ̂1

]
,

where γ̂T ≡ argmin
γ0,γ1

∑T
t=1 (Yt − γ0 − γ1Yt−1)

2. The F.O.C. with respect to β is:

a11 (γ0 (β)− γ̂0) γ
′

0 (β) + a12 (γ0 (β)− γ̂0) γ
′

1 (β) + a12 (γ1 (β)− γ̂1) γ
′

0 (β) + a22 (γ1 (β)− γ̂1) γ
′

1 (β) =

= (−a11γ̂0 − a12γ̂1) γ
′

0 (β)− (a12γ̂0 + a22γ̂1) γ
′

1 (β) +a11γ0 (β) γ
′

0 (β) + a12γ0 (β) γ
′

1 (β)

+a12γ
′

0 (β) γ1 (β) + a22γ1 (β) γ
′

1 (β) = 0. (44)

We want to make (44) look like condition (43). To do so, first set

a11 = T, a12 =
∑

Yt−1, a22 =
∑

Y 2
t−1.

Then the last four terms in (44) match four of the six terms in (43). But what about the remaining two
terms in each equation? One can show that these terms match up asymptotically, as the observed sample size
T grows large. To see this:

plim

γ′0 (β̂T)
∑Yt

T
−
T γ̂0

(
β̂T

)
T

−
(∑

Yt−1

T

)
γ̂1

 =γ
′

0 (β0) (EYt − γ0 (β0)− (EYt−1) γ1 (β0))︸ ︷︷ ︸
=0

=γ
′

0 (β0)× 0 = 0,

where β0 is the “true” value of β (i.e., plimβ̂T = β0). The terms in the set of parentheses on the right-hand side
are zero asymptotically as T →∞ because it is simply the F.O.C. that defines γ0 (β0) (= plimγ̂0). Similarly,

plim
[
γ
′

1

(
β̂T

)(
T−1

∑
YtYt−1 −

(
T−1

∑
Yt−1

)
γ̂0 −

(
T−1

∑
Y 2
t−1

)
γ̂1

)]
= γ

′

1

(
β̂0

) (
EYtYt−1 − (EYt−1) γ0 (β0)−

(
EY 2

t−1

)
γ1 (β0)

)
= 0,

again, because the second term is (asymptotically) the f.o.c. that defines γ1 (β0) = plimγ̂1. This shows that
equations (43) and (44) are asymptotically equivalent, completing the proof.

49



To summarize, the LR approach—the approach we are currently using—is asymptotically equivalent, in
this simplified case, to minimizing the following quadratic form:

[
γ0 (β)− γ̂0

γ1 (β)− γ̂1

]′ [
1 EYt−1

EYt−1 EY 2
t−1

][
γ0 (β)− γ̂0

γ1 (β)− γ̂1

]
.

Note that the weighting matrix would be the optimal one if the auxiliary model were correctly specified
because it is proportional to the inverse of the asymptotic covariance matrix of

T 1/2
[
γ0(β0)− γ̂0 γ1(β0)− γ̂1

]′
,

where β0 is the true value of β.

B Details of the Econometric Procedure

B.1 Implementation: A Gaussian Objective Function

This section describes the details of how we implement the indirect inference estimator. Loosely speaking,
the indirect inference estimator is obtained by choosing the values of the structural parameters so that the
estimated model and the US data look as similar as possible when viewed through the lens of the auxiliary
model. More concretely, define

εi,Datat ≡
[
ci,Datat − a′Xi,Data

c,t , yi,Datat − b′Xi,Data
y,t

]
to be the residuals of estimated equations (19) and (20), which is understood to equal zero when data for
household i in year t are missing. The superscript Data specifies the data source used in the regression, which
is either the PSID or the structural model (indicated by SIM). The objective function we use is

L (a,b,Σ,Data) = |Σ|−J/2 exp

(
−1

2

2235∑
i=1

1993∑
t=1968

εi,Datat Σ−1(εi,Datat )
′

)
, (45)

where J is the total number of household-year observations used in the regressions (26,411 in the baseline
estimation). Although the objective function is in the form of a multivariate Gaussian density, it is not, strictly
speaking, the likelihood of the auxiliary model regressions (19) and (20). This is because these equations have
as regressors both the past and the future values of endogenous variables, which makes it impossible to obtain
the proper likelihood by conditioning on past observations (or the future separately). Thus, to avoid a confusion
of terminology, and for lack of a better term, we shall refer to L as a “Gaussian objective function.”

To implement the estimator, we first maximize the objective function in (45) using real data (i.e., from the
PSID) to obtain a set of reduced-form parameters, denoted by (â, b̂, Σ̂). Next, we follow a similar procedure
using simulated data. The vector of structural parameters that we estimate is

θ ≡ (σα, σβ , corrαβ , ρ, ση, σε;λ, σy, µc, σc, σc0 ; δ, ψ) .
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For a given θ, simulate a data set from the structural model that matches exactly the number of observations
and missing data pattern found in the PSID data set, and estimate (19) and (20), which yields ã1, b̃1, and Σ̃1.
Now, using a fresh sequence of random draws (for all the stochastic elements in the structural model), repeat
the same procedure to obtain ã2, b̃2, and Σ̃2. Repeat this NSIM times and construct the following averages:

ã =
1

NSIM

NSIM∑
n=1

ãn,

and analogously for b̃ and Σ̃. Then, we use these averaged parameter values—estimated from simulated
data—to evaluate the objective function (45) using the observed (PSID) data:

L (ã(θ, SIM), b̃(θ, SIM), Σ̃(θ, SIM), PSID).

If the simulated data look exactly like the PSID data—in the sense that the estimated auxiliary model
parameters for the two data sets are identical—then the two objective values would be identical; otherwise
the Gaussian objective function will always be higher when evaluated at (â, b̂, Σ̂) than

(
ã, b̃, Σ̃

)
because the

latter does not maximize (45) with PSID data (but instead with simulated data). Finally, the indirect inference
estimator is defined as

θ̂ = argmin
θ

[
L (â, b̂, Σ̂, PSID)−L (ã(θ, SIM), b̃(θ, SIM), Σ̃(θ, SIM), PSID)

]
. (46)

In effect, our indirect inference estimator maximizes the Gaussian objective function associated with the
auxiliary model subject to the “cross-equation” restrictions that the structural model imposes on its parameters.
An important advantage of this estimator is that it obviates the need to estimate an optimal weighting matrix;
obtaining precise estimates of such matrices is often difficult. Instead, our estimator uses an implicit weighting
matrix that is close to optimal (to the extent that the auxiliary model is close to being correctly specified)
and delivers very good small sample results. In particular, in Appendix A.4, we show that this estimator is
asymptotically equivalent to one that minimizes a quadratic form in the difference between the auxiliary model
parameters calculated using the observed and simulated data, with the weighting matrix being the optimal one
if the auxiliary model were actually correctly specified. This weighting matrix is not optimal here (since the
auxiliary model is not an exact “reduced form” for the structural model), but our Monte Carlo analysis in the
next section demonstrates that we obtain excellent results, with little bias and small standard errors.

Computation of Model Specification Test Statistic. We first generate a simulated data set from
the structural model by setting the parameter values to those obtained in the actual benchmark estimation.
Call this the “real” data set. We evaluate the Gaussian objective function (L ) given in (45) using this real
data set. Then, using a new set of seeds for the random number generators, we simulate a new data set and
estimate the parameters that must have generated this newly simulated data. We reevaluate L using these
estimated parameters and the real data simulated in the first step. We repeat this second step a large number
of times, which gives us a probability distribution for the test statistic under the null hypothesis that the “real”
data are generated from the estimated structural model.

Specifics of the Filling-in Procedure. Basically, at each age that a household has a valid income
data point, we find the percentile ranking of this observation in the income distribution (at that age) in our
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Table A.1: Monte Carlo Analysis

Using Y+C Data Using Y Data Using Y Data
“True” Estimates Estimates “True” Estimates
Value 1 Mean Std. Err. Mean Std. Err. Value 2 Mean Std. Err.
(1) (2) (3) (4) (5) (6) (7) (8)

Income Processes Parameters
σα 0.288 0.293 0.018 0.285 0.031 0.298 0.301 0.038
σβ 1.764 1.735 0.136 1.834 0.220 1.343 1.377 0.271
corrαβ –0.127 –0.106 0.099 –0.161 0.173 0.558 0.531 0.289
ρ 0.764 0.766 0.024 0.754 0.027 0.783 0.780 0.022
ση 0.227 0.227 0.008 0.196 0.005 0.199 0.199 0.005
σε 0.100 0.105 0.017 — — —
Economic Model Parameters
λ 0.438 0.410 0.046
δ 0.953 0.952 0.001
ψ 0.582 0.610 0.053
θ 0.451 0.447 0.035
Measurement Errors
σy 0.165 0.163 0.006 0.147 0.005 0.147a 0.146 0.005
σc 0.355 0.356 0.008 — —
σc0 0.430 0.428 0.013 — —

aIn estimations with income data alone, transitory shocks and measurement error cannot be
identified separately. So we assume all i.i.d. shocks are measurement error with a standard
deviation equal to

√
σ2
y + σ2

ε using the estimated value from the benchmark.

sample. We then take the average of the percentile rankings for this household over all the ages that it has
a valid observation. Then for each missing income observation of this household, we impute the income level
corresponding to its average percentile ranking given the income distribution in our sample for that age. We
apply the same procedure to fill in missing consumption data. We construct growth rate variables differently:
the past growth rate for age t in the auxiliary model is computed by taking the difference between the latest
valid observation before t and the first valid observation for the individual in the data set and dividing this
difference by the number of years between the two points. The future growth rate at a given age is constructed
analogously. If either variable cannot be constructed for a given age, we use the average growth rate of that
variable over the life cycle instead.

B.2 A Monte Carlo Study

To investigate the ability of the proposed estimation method to uncover the true structural parameter vector
with the specified auxiliary model, we begin by conducting a Monte Carlo study. The results are contained
in Table A.1.31 In column 1, the “true values” for the parameters are set to our benchmark estimates from

31We set ui,c ≡ 0 in the Monte Carlo analysis, because all households in the simulated data have the same
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PSID income and consumption data (column 1 of Table I). For each parameter, the initial values are drawn
randomly from a uniform distribution centered around the true value but with a wide support.32 The results
discussed here are based on 100 replications, where each Monte Carlo run takes about 20 to 24 hours on a
state-of-the-art workstation. Column 2 reports the results when both income and consumption data are used
jointly for estimation. Clearly, the estimation method works well: bias is virtually absent for most parameters
and is very small for the remaining few. Standard deviations are very small, indicating that all the parameters,
with the exception of corrαβ , can be identified in this framework. A useful question to ask is whether there
are benefits to using consumption data in the estimation for (the six) parameters that can be identified with
income data alone. To investigate this we use the same “true” values as in the previous exercise, but estimate the
income process with income data alone and with equation (20) as the only auxiliary model regression (reported
in columns 4 and 5). Perhaps, unsurprisingly, the mean estimates have little if any bias, and although the
precision of the estimates falls, this is minor for all parameters, except σβ . However, as we shall see in the
next section, when we estimate the income process from “real” (PSID) data, they turn out to be different from
those in column of this table (i.e., A.1). Thus, another exercise we conduct is to take as the “true” values as
those obtained from the PSID with income data alone (column 2 of Table I). As seen in columns 7 and 8, the
estimates are still largely unbiased, but the precision now has fallen significantly for some parameter values,
most importantly for σβ—going from 0.17 to 0.27—and for corrαβ—going from 0.15 to 0.29. This reduced
precision makes it harder to separate whether the rise in income inequality is coming from σβ or from σα

through the strong correlation.

Although it is difficult, if not impossible, to prove identification in this general setup, overall these results
suggest strongly that local identification near the true parameter vector does indeed hold. These results
are encouraging and suggest strongly that the proposed methodology is a feasible and practical method for
estimating structural consumption-saving models with widely missing data, binding borrowing constraints, and
multiple sources of heterogeneity and randomness.

Finally, before settling down on the auxiliary model used in this paper (equations (19) and (20)), we
explored a large number of alternatives. In Table A.2, we report a subset of our results from that work, which
is representative of the issues we generally encountered. Columns 2 and 3 report the results when we use the
same auxiliary model regressions as in the baseline case, but run them separately for three age groups (instead
of two) yielding 75 parameters (instead of 50). In Columns 4 to 9, we go in the other direction and examine
a sequence of auxiliary models that are successively more parsimonious. First (columns 4 and 5), we use the
baseline auxiliary model but put no weight on the WY moment. Second (columns 6 and 7), we use the baseline
auxiliary model but drop regressors that have t-statistics less than two. Finally, in columns 8 and 9, we use
the same auxiliary model as in 6 and 7, but use only one set of equations for individuals of all age groups. The
overall conclusion from these experiments is that the baseline auxiliary performs better in terms of both bias
and precision of the estimates than the four alternatives that we explored. The main differences revolve around
three parameters: λ, σβ , and corrαβ . For these parameters, we find that the alternative auxiliary models tend
to generate estimates that exhibit both more bias and less precision. The differences are small in some cases,
but quite large in the last experiment (with a single age group and dropping insignificant regressors). We have
also experimented with other auxiliary models that seemed a prior plausible and differed more dramatically

demographics and zero initial wealth, making this fixed effect redundant.
32The exact ranges for the starting values are as follows: σα ∈ [0.2, 0.4], σβ ∈ [1.0, 3.0], corrαβ ∈ [−0.60, 0.35],

ρ ∈ [0.55, 0.95], ση ∈ [0.15, 0.25], σε ∈ [0.001, 0.20], λ ∈ [0.001, 0.75], σy ∈ [0.11, 0.9], σc ∈ [0.32, 0.39], σc0 ∈
[0.38, 0.48], δ ∈ [0.92, 0.99], and ψ ∈ [0.3, 0.99].
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from those reported here and found them to perform very poorly. Therefore, we do not discuss them here.

Two main conclusions emerge from those analyses. One, the estimation method works very well: bias is
virtually absent for most parameters and is very small for the remaining few. Standard deviations are very
small, indicating that all the parameters, with the exception of corrαβ , can be pinned down fairly precisely.
Two, the income process parameters can be estimated using income data alone without any noticeable bias.
However, under some plausible parameter combinations, the precision of the estimates of some key variables
is significantly higher when estimated from income data alone (e.g., the standard error on σβ goes from 0.17
to 0.27, and for corrαβ it goes from 0.15 to 0.29). This reduced precision makes it harder to separate whether
the rise in income inequality is coming from σβ or from σα through the strong correlation.

We conclude that although it is difficult, if not impossible, to prove identification in this general setup, this
Monte Carlo analysis suggests strongly that local identification near the true parameter vector does indeed hold.
These results are encouraging and suggest strongly that the proposed methodology is a feasible and practical
method for estimating consumption-saving models with widely missing data, binding borrowing constraints,
and multiple sources of heterogeneity and randomness.

C Data Appendix

C.1 CE Data

1972–73 Waves

We create a measure of nondurable consumption expenditures by adding the expenditures on food, alcohol,
tobacco, fuel and utilities, telephone, other services, laundry, clothing, transportation, personal goods, recre-
ation, reading, gifts, and other goods. The original size of the 1972–73 CE is 19,975 households. We keep
households in our sample if they are headed by a married male who is between 30 and 65 years old and have
nonzero food and income reports. In Table A.1 we report the number of households deleted from our sample
during each sample selection requirement.

Table A.3: CE Sample Selection

Selection criterion: Dropped Remain
Initial sample — 19975
Male head 4470 15505
Age restriction 5200 10305
Non-zero income and food 709 9596
Married 874 8722
Non-missing education 213 8509

1980–92 Waves

We merge the 1972–73 CE data with the 1980–92 data used in BPP. BPP use a similar sample selection as
above. In addition, they exclude households with heads born before 1920 or after 1959. All nominal variables
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are expressed in constant 1982–84 dollars. Income is deflated using the CPI. Total food expenditures are
deflated using the average food price series provided by the Bureau of Labor Statistics. The inflation rates
for food, fuel, alcohol, and transportation were determined by the corresponding price series provided by the
BLS. We also drop households that have total real food consumption per adult equivalent less than $300. Here,
adult equivalent is defined as the square root of family size.

C.2 PSID Data

C.2.1 Sample Cleaning

Our measure of total food consumption comes from summing the responses to the questions about food con-
sumed at home and food consumed away from home in each year (except for 1968, where the survey asked only
about total food expenditures). This gives us a total food expenditure variable in each survey wave except for
1972, 1987, and 1988, when no food expenditure questions were asked.

In the PSID, the education variable is sometimes missing and sometimes inconsistent. To deal with this
problem, we take the highest education level that an individual ever reports and use it as the education
variable for each year. Since the minimum age needed to be included in our sample is 25, this procedure does
not introduce much bias to our estimated education variable.

A well-known feature of the age variable recorded in the PSID survey is that it does not necessarily increase
by 1 from one year to the next. For example, an individual can report being 30 years old in 1970, 30 in 1971,
and 32 in 1972. This may be perfectly correct from the respondents’ point of view, since the survey date may
be before or after the respondent’s birthday in any given year. We create a consistent age variable by taking
the age reported in the first year that the individual appears as the head of a household and add 1 to this
variable in each subsequent year.

The income variable we use is total after-tax non-financial household income. The way we construct this
variable varies across years in the PSID because of different questions asked and different variable definitions.
From 1968 to 1974 we take total family money, subtract taxable income of the head and wife (which includes
both asset and labor income), and add back head and wife annual labor income. The family money variable
is defined as total taxable income and transfers of the head, wife, and others in the household. From 1975 to
1983 we take the family money variable and subtract the asset income of the head and the asset income of the
wife. From 1975 to 1977 the asset income of the head is defined as the sum of the asset part of business income,
the asset part of farming, and the asset part of rental income. From 1978 to 1982 the definition of the asset
income of the head is the same, except for the addition of the asset part of gardening. From 1983 to 1991 the
definition remains the same except dividend income is also added. For 1992 the definition remains the same
except interest income and income from family trusts are added. From 1975 to 1983 the wife’s asset income is
listed as one variable. From 1984 to 1991 we generate the wife’s asset income as the sum of the wife’s share
of asset income and the wife’s other asset income. For 1992 the wife’s asset income is the sum of the wife’s
dividend income, interest income, family trust income, asset part of business income, and other asset income.
From 1984 to 1992 to create the nonfinancial income variable we take family money and subtract head asset
income, the wife asset income, and asset income of other members of the household.
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C.2.2 Sample Selection

We start with a possible sample of 67,282 individuals interviewed between 1968 and 2005. To be in our final
sample an individual must satisfy each of eight criteria in at least one year between 1968 and 1992. The number
of individuals dropped at each stage in the sample selection is listed in Table A.4.

1. The individual must be from the original main PSID sample (not from the Survey of Economic Oppor-
tunities or Latino subsamples).

2. We require that the individual be married and that the individual has not changed partners from the
previous year.

3. We require that individuals had no significant changes in family composition. This means that they
responded either “no change” or “change in family members other than the head or wife” to the question about
family composition changes.

4. The individual must not have missing variables for the head or wife labor income. The education variable
for the head must also not be missing (this education variable refers to the one created after the sample cleaning
mentioned previously).

5. The individual must not have food or income observations that are outliers. An income outlier is defined
as a change in real income relative to the previous year of greater than 500% or less than –80% or total income
less than $1,000. A food expenditure outlier is defined as real total household food expenditure greater than
income or food expenditure per effective adult less than $300. Food expenditure per effective adult is defined
as total household food expenditure divided by the square root of the number of members in the family.

6. We require that individuals have non-topcoded observations for the labor income of the head and wife
and non-top-coded observations for total non-financial income.

7. The individual must be a male and the head of his household.

8. Household heads must be between 25 and 65 years old. (Only those between 25 and 55 are used in the
main estimation in the paper.)

Adjusting for Taxes. From the non-financial income variable we need to subtract taxes paid on non-
financial income. The PSID reports estimated total taxes for all households until 1991. For the years 1968–
1990, we use the sum of the variables in the PSID that give the estimated federal tax liabilities of the head and
wife and of others in the household. For 1975–1978 a variable is available that gives the amount of low income
tax credit the household received. For these years the income tax credit is subtracted from the total amount
of tax liability. We regress total tax liability on total labor income and its square and on total asset income
and its square. We use these estimates to predict the total taxes paid on labor income. For the years 1991 and
1992, we use the NBER TAXSIM software to estimate the total taxes paid by each household on labor income.
We assume that the husband and wife file a joint tax return and that the number of dependents claimed equals
the number of children in the household. We also use the annual property tax liability variable as an input
to the TAXSIM software to account for property taxes being deducted from federal taxable income. Since the
public release version of the PSID does not contain state identifiers, we do not use the TAXSIM software to
estimate state taxes paid. Finally, we subtract this estimated labor income tax from household income above
to obtain the household after-tax labor income measure used in the estimation analysis.
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Table A.4: PSID Sample Selection

Criteria Dropped Remain
Initial sample — 67282
Main sample 39906 27376
Continuously married 2805 24571
No major composition change 4 24567
Missing data 1032 23535
Outlier or top-coded 71 23464
Male and head of household 19232 4232
Age restriction 429 3803
Five observations or more 1568 2235

Measure of Net Worth. Our wealth measure includes cash and demand deposits; time and saving
deposits, CDs, and money market accounts; stocks, bonds, and mutual fund holdings (including IRAs); cash
surrender value of life insurance policies; net equity in unincorporated businesses; and net equity in owner-
occupied housing and other real estate. From the sum of these assets we subtract consumer debt (credit card
debt, student and auto loans, etc.). The income measure is total household labor and asset income in that
year.

C.3 Constructing a Panel of (Imputed) Consumption

The PSID has a long panel dimension but covers limited categories of consumption, whereas the CE survey
has detailed expenditures over a short period of time (four quarters). As a result, most previous work has
either used food expenditures as a measure of nondurable consumption (available in PSID) or resorted to using
repeated cross sections from CE under additional assumptions.

In a recent paper, Blundell et al. (2006) (hereafter, BPP) develop a structural method that imputes
consumption expenditures for PSID households using information from the CE survey. The basic approach
involves estimating a demand system for food consumption as a function of nondurable expenditures, a wide
set of demographic variables, and relative prices as well as the interaction of nondurable expenditures with all
of these variables. To deal with the endogeneity of food and nonfood expenditures as well as measurement error
in these variables, the estimation is carried out with an instrumental variables regression. The key condition for
the imputation procedure to work is that all the variables in the demand system must be available in the CE
data set, and all but nondurable expenditures must be available in the PSID. One then estimates this demand
system using the CE data, and as long as the demand system is monotonic in nondurable expenditures, one
can invert it to obtain a panel of imputed consumption in the PSID. BPP implement this method to obtain
imputed consumption in the PSID for the period 1980 to 1992 and show that several statistics calculated using
the imputed measure compare quite well with their counterparts from the CE data.

Our Imputation Procedure

In this paper, we modify and extend the method proposed by BPP to cover the period 1968 to 1992. Here we
provide a brief overview of our method and a discussion of the quality of the imputation.
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First, BPP include time dummies interacted with nondurable expenditures in the demand system to allow
for the budget elasticity of food demand to change over time, which they find to be important for the accuracy
of the imputation procedure. However, CE data are not available on a continuous basis before 1980, whereas
we would like to use the entire length of the PSID (going back to 1968), making the use of time dummies
impossible. To circumvent this problem, we replace the time dummies with the food and fuel inflation rate,
which is motivated by the observation that the pattern of time dummies estimated by BPP after 1980 is quite
similar to the behavior of these inflation variables during the same period.

A second important element in our imputation is the use of CE data before 1980. In particular, CE data
are also available in 1972 and 1973, and in fact these cross sections contain a much larger number of households
than the waves after 1980.33 The data in this earlier period also appear to be of superior quality in certain
respects compared with those from subsequent waves.34 The use of these earlier data provides, in some sense,
an anchor point for the procedure in the 1970s that improves the overall quality of imputation as discussed
below. Finally, instead of controlling for life cycle changes in the demand structure using a polynomial in age
(as done by BPP), we use a piecewise linear function of age with four segments, which provides more flexibility.
This simple change improves the lifecycle profiles of mean consumption and the variance of consumption rather
significantly. With these modifications, we obtain an imputed consumption measure that provides a good fit to
the corresponding statistics in the CE data. Here, we summarize the most relevant statistics. Further details
are contained in Appendix C.3.

We begin with two dimensions of consumption data that are crucial for our estimation exercise. First, the
left panel of Figure A.1 plots the average lifecycle profile of log consumption implied by the CE data (marked
with circles) as well as the counterpart generated by the imputed data (marked with squares).35 To reduce the
noise in the data, the figure also plots the corresponding “smoothed” series obtained by a Nadaraya-Watson
kernel regression, with a Gaussian kernel. The two graphs overlap remarkably well, especially up to early age
50.36 Second, the right panel plots the within-cohort variance of log consumption over the life cycle along with
the smoothed series. Both in the CE and with the imputed PSID data, the variance rises between ages 25 and
65, although the total rise is rather small—about 5 log points. The finding of a small rise in within-cohort
consumption inequality contrasts with earlier papers that have studied the CE data over the period from 1980
to 1990 (such as Deaton and Paxson (1994) and Storesletten et al. (2004b)) but is consistent with more recent
papers that have used samples extending to the late 1990s (cf. Heathcote et al. (2010)). This finding will be
important in understanding some of the estimates (especially, λ) that we obtain in the structural estimation
below.

33The sample size is around 9,500 units in 1972–73 surveys, but ranges from 4,000-6,000 units in the waves
after 1980. There are also some differences in the survey design in the earlier CE—such as the non-rotating
nature of the sample in the 1972 and 1973 panels—but these differences do not appear consequential for our
purposes. See Johnston and Shipp (1997) for a more detailed comparison of different waves of the CE survey
over time.

34Slesnick (1992) shows that when one aggregates several subcomponents of consumption expenditures in the
CE, they come significantly closer to their counterparts in the National Income and Product Accounts (NIPA)
than the CE waves after 1980. For example, in 1973 the fraction of total expenditures measured by the CE is
90% of personal consumption expenditures as measured by NIPA, whereas this fraction is consistently below
80% after 1980 and drops to as low as 75% in 1987. Similarly, the fraction of consumer services in the CE
accounts for 93% of the same category in NIPA in 1973 but drops to only 66% in 1989.

35The lifecycle profiles are obtained by controlling for cohort effects as described in Guvenen (2009).
36If we do not use the 1972–73 CE in the imputation procedure, the average profile of imputed consumption

would rise by 51% between ages 25 and 45 instead of the 22% rise in the baseline imputation and would
therefore vastly overestimate the corresponding rise in the CE data shown in Figure A.1.
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Figure A.1: Mean and Variance Profile of Log Consumption over the Life Cycle
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Another useful exercise is to test the out-of-sample predictive ability of the imputation procedure. To
do this, we split the CE sample used in the imputation above into two randomly drawn subsamples (each
containing exactly half of the observations in each survey year). We use the first subsample to estimate
the food demand system as above, which we then use to impute the nondurable consumption of the second
subsample (control group).37 Figure C.3 plots the actual consumption of the control group against the imputed
one for each household (for the simulation with the median regression slope). The imputed consumption data
form a cloud that aligns very well with the 45-degree line. In fact, a linear regression of imputed consumption
on the actual one yields an average slope coefficient of 0.996 and a constant term of 0.25. The average R2

of the regression is 0.67, implying that the imputed consumption has a correlation of 0.81 with the actual
consumption at household level.38 The fact that the slope coefficient is almost equal to 1 is important: a slope
above 1 (with a positive intercept) would indicate that the imputation systematically overstates the variance
of true consumption, which would in turn overstate the response of consumption to income shocks, thereby
resulting in an overestimation of the size of income shocks. The opposite problem would arise if the slope
coefficient was below 1.

As a final, and rather strict, test to detect whether systematic patterns exist in the imputation error, we
regressed it on household characteristics including dummies for each age group, education dummies, family
size, region dummies, number of children dummies, and food and fuel prices. The median R2 of this regression
was 0.002 (and there was at most one variable that was significant at the 5% level in any given simulation),
indicating no evidence of systematic imputation errors by demographic groups. Overall, we conclude that the
imputation procedure works fairly well and does not result in any systematic over- or under-prediction of actual
consumption.

37To control for the randomness of each subsample, we repeat this exercise 200 times.
38The results in the text refer to the average of these 200 replications. Across simulations, the slope coefficient

in the regression ranges from 0.978 to 1.020, and the R2 ranges from 0.644 to 0.691.
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Figure A.2: Out of Sample Predictive Power of the Imputation Method in the CEX. This plot is
obtained by estimating the IV food demand system on a randomly chosen half of the CEX sample and then
imputing the consumption for the other half (control group). The figure plots the actual consumption of the
control group versus their imputed consumption. The average regression slope is 0.996, the average constant
is 0.24, and the average R2 is 0.67 over 200 repetitions.

Further Details

This section describes the details of the imputation procedures and reports some further validation tests on the
quality of imputation. Specifically, we estimate a food demand system as a function of nondurable expenditures,
demographics, and relative prices using an instrumental variables approach. To deal with endogeneity and
measurement error, we instrument log nondurable expenditures (as well as their interaction with demographics
and prices) with the cohort-year-education specific average of the log of the husband’s hourly wage and the
cohort-year-education specific average of the log of the wife’s hourly wage (as well as their interaction with
the demographics and prices). The cohort-education-year specific averages of the log of the husband’s and
wife’s hourly wage rates are generated as follows. The cohorts are divided into 5-year cells by year of birth,
starting with 1910 and ending with 1955. The education cells are divided into high school dropouts, high
school graduates, and more than high school education. For each year (1972, 1973, and 1980–1992) and each
cohort-education cell we calculate the mean of the log of hourly wages of household heads and wives. The four
age dummies used in the interaction terms are less than 37, between 37 and less than 47, between 47 and less
than 56, and greater than or equal to 56. There are three inflation dummies: less than 5% inflation, between
5% and less than 11%, and greater than or equal to 11%. There are three children categories used in the
interaction terms: one child, two children, and three or more children.

Table A.5 reports the results from the IV estimation of the demand system using the CE data. Several
terms that include the log of nondurable expenditures are significant as well as several of the demographic and
price variables. Most of the estimated coefficients have the expected sign. We invert this equation to obtain
the imputed measure of household nondurable consumption expenditures.
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Table A.5: Instrumental Variables Estimation of Demand for Food in the CE

Variable Estimate Variable Estimate
ln (c) 0.798∗∗∗ ln (c)× I {11% ≤ ∆ log pfuel} 0.00386∗

(26.80) (1.83)
ln (c)× age× I {age < 37} 0.00036∗∗∗ ln (c)× (year − 1980) −0.00057

(3.38) (−0.68)
ln (c)× age× I {37 ≤ age < 47} 0.00048∗∗∗ One child 0.149

(5.45) (1.16)
ln (c)× age× I {47 ≤ age < 56} 0.00042∗∗∗ Two children 0.564∗∗∗

(5.75) (3.98)
ln (c)× age× I {56 ≤ age} 0.00037∗∗∗ Three children+ 1.203∗∗∗

(6.08) (8.23)
ln (c)× High school dropout −0.129∗∗∗ High school dropout 1.207∗∗∗

(−7.57) (7.61)
ln (c)× High school graduate −0.043∗∗∗ High school graduate 0.417∗∗∗

(−2.78) (2.90)
ln (c)× One child −0.014 Northeast 0.0587∗∗∗

(−1.01) (10.36)
ln (c)× Two children −0.055∗∗∗ Midwest 0.0293∗∗∗

(−3.68) (5.23)
ln (c) × Three children+ −0.123∗∗∗ South −0.0031

(−7.92) (−0.63)
ln (c)× I {5% ≤ ∆ log pfood < 8%} 0.00096 Family size 0.0509∗∗∗

(1.01) (16.20)
ln (c)× I {8% ≤ ∆ log pfood < 11%} 0.00858∗∗∗ ln pfood 0.581∗∗

(4.25) (2.28)
ln (c)× I {11% ≤ ∆ log pfood} −0.00091 ln pfuel −0.117

(−0.39) (−0.97)
ln (c)× I {5% ≤ ∆ log pfuel < 8%} 0.00074 White 0.0824∗∗∗

(0.66) (11.38)
ln (c)× I {8% ≤ ∆ log pfuel < 11%} 0.00091 Constant −1.822∗∗∗

(0.53) (−2.65)
Observations 21864

We pool the data from the 1972-73 waves of the CE with the 1980-92 waves. We instrument log food
expenditures (and their interactions) with the cohort-education-year specific average of the log husband’s
and wife’s hourly wage rates (and their interactions with age, education, and inflation dummies and a time
trend). The t-statistics are contained in parentheses. The lowest value of Shea’s partial R2 for instrument
relevance is 0.086, and the p-value of the F-test on the excluded instruments is smaller than 0.001 for all
instruments.

62



Figure A.3: Cross-sectional Variance of Log Consumption in CEX and Imputed PSID Data: 1968–1992
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BPP used the evolution of the variance of consumption over time to check the quality of their imputation
procedure. For completeness, here we discuss the results of our imputation for the same statistic. Figure C.3
plots the cross-sectional variance of log consumption over time. In the figure, the (red) circles mark the CE
data, whereas the (blue) squares show the imputed consumption in the PSID. Similarly, the dashed (red) line
and the solid (blue) line show the kernel-smoothed version. The imputed consumption series tracks the CE
data fairly well, showing an overall rise in consumption inequality of 6–7 log points between 1980 and 1986,
followed by a drop from 1986 to 1987 and not much change after that date. The dashed-dotted line shows
that if one simply were to use food expenditures in the PSID instead, the overall pattern would remain largely
intact, but the movements would be quantitatively muted compared with the data: the rise in consumption
inequality would be understated by more than half by 1986 and by as much as two-thirds by 1991.

D Robustness Analysis

We now present results from robustness exercises. These experiments have been conducted with a
version of the model in which the probability of death is set to zero until age T = 80, and households
have access to self-insurance only. These two changes do not make an appreciable difference in the
results so we present the robustness analysis using this slightly simpler version of our model.

D.1 Lower Interest Rate

In our benchmark, we interpreted the risk-free asset as corresponding to a broad set of assets available to
households, which motivated our relatively high choice of r = 5.26%. Another perspective is that such an asset
can be thought of as a government bond, so that a lower return may be more appropriate. To explore the
sensitivity of our results, we reestimate the model, setting r = 3.1% (i.e., γ = 0.97). As seen in column 1 of
Table A.6, this change has virtually no effect on the estimates of the income process as well as measurement
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error parameters. As for the economic model parameters, λ increases—slightly—from 0.345 to 0.38, whereas
δ increases significantly (from 0.95 to 0.964) and borrowing constraints become tighter—ψ falls significantly,
from 0.87 to 0.79—both presumably to make the model match the wealth-to-income ratio moment better.
Overall, the most important parameters about the income process as well as λ seem very robust to reasonable
changes in the interest rate.

D.2 Alternative Filling-in Method

We now examine the robustness of the estimation results to the method chosen for filling in missing data
(column 2 of Table A.6). This could be potentially important because more than half of the values in our
sample are missing—and therefore filled in—compared to a fully balanced panel. As an alternative procedure,
we consider a much simpler filling-in method: for each individual we calculate the lifetime average of either log
consumption or log income using available observations. If a consumption or income observation is missing in a
given year, we simply replace the missing data with this average. We then use this filled-in data to construct all
the missing right-hand-side variables in the regressions. As seen here, with the exception of σα, the estimates
are largely unchanged from the benchmark case.

D.3 Higher Minimum Income

We now investigate the sensitivity to the choice of minimum income Y, by doubling its magnitude to 10% of
median income (column 3). The effects on the estimates are very mild, with the only noteworthy changes being
a rise in λ, from 0.345 to 0.375, and a fall in ψ from 0.874 to 0.756. However, because Y has been doubled, the
borrowing constraint is actually looser than before: a0 rises to 41% of average income, compared with 33% in
the benchmark case.

D.4 Using All Available Data Up to Age 65

In the estimation so far, we have restricted our sample to ages 55 or younger, for several reasons.39 Still, it is
useful to examine how the results would change if the entire sample (up to age 65) were used in estimation. As
seen in column 4 of Table A.6, some parameters change very little, whereas other important ones do change.
For example, σβ falls to 1.08 and λ simultaneously rises to 0.51, implying that the amount of prior uncertainty
about growth rates (as measured by the prior standard deviation) falls slightly from 1.85 × 0.345 = 0.638 to
1.08× 0.51 = 0.55. Now both the variance of log income and consumption graphs fit much better to the data.
It seems that the deviations of the variance of log income and consumption figures from their data counterpart
were “tolerable” as viewed through the auxiliary model, when data up to age 55 were used in estimation. But
the inequality profiles implied by σβ = 1.85% deviate farther from the data after age 55 at an increasing rate.
This leads the estimator to reduce σβ as well as λσβ , which then results in a better fit for both graphs. It is

39One is that our assumption of linearity for the individual-specific trend is more likely to be accurate for
households before this age, as widening income inequality slows down near retirement. Second, labor hours
inequality increases near the retirement age, which weakens the link between wage and income inequality. Given
that we are abstracting away from labor supply choice here, it seems more appropriate to restrict attention to
the earlier period. Finally, the number of individuals in our sample goes down quickly at older ages, increasing
the noise and reducing the usefulness of data from this group.
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interesting to see that even though these moments have not been used in the estimation explicitly, matching
the auxiliary model coefficients somehow ensures that the estimated model does a reasonable job of matching
these economically important figures.

D.5 Fixing Borrowing Constraints

We explore the effects of fixing the tightness of the borrowing constraint at some values that have been used
in the literature on the estimated parameters. Column 7 of Table A.7 displays the results when the borrowing
constraint is chosen to be the natural borrowing limit, which is obtained by setting ψ = 1. Similarly, column
8 reports the results of the opposite exercise—of disallowing borrowing—obtained by setting at ≡ 0. The
value of risk aversion is set to 2 as in the benchmark case in Table I. Although there is some variation across
the two columns and there are some differences from the benchmark case, by and large, these differences are
quite minor. The main difference is in the fraction of households that are constrained, which is 38% when
no borrowing is allowed, 14% in the benchmark estimation, and 7% with the natural borrowing limit. Thus,
there is clearly sufficient information in the auxiliary model to allow us to pin down the value of the borrowing
constraint, but its particular value does not seem to affect the other estimates substantially.

D.6 On Risk Aversion, Time Preference Rate, and Borrowing Limit

Although it would be valuable per se if we could separately identify δ and φ, this is not the central aim of
this paper. But the assumptions we make regarding these parameters (e.g., whether they are fixed, estimated,
etc.) still matter, because they could affect the inference regarding income risk—potentially seriously—in turn
jeopardizing the main goal of our investigation (as shown in Section 5.1). Therefore, we begin by conducting
a series of sensitivity experiments to understand the effects of preference parameters on the overall estima-
tion results. To this end, we first reestimate the benchmark specification, but now fix the risk aversion at,
respectively, 1 (column 1 of Table A.7) and 3 (column 2). A quick glance across these two columns reveals
two findings. First, δ and φ move strongly in opposite directions: δ goes up to 0.9526 when φ is reduced to 1,
and goes down to 0.9416 when φ is increased to 3. Second, and fortunately, the remaining—11—parameters
are virtually unchanged from the benchmark case, a quite striking finding. We now discuss these two sets of
results in turn.

D.6.1 Are δ and φ Separately Identified?

The strength of the opposite movement in δ and φ (as we vary the latter) is remarkable. In fact, the correlation
between the two estimates is worth reporting: –0.97! However, a correlation with three data points (one for
each of the three values for risk aversion) is, obviously, not as informative as one would like, so we conducted
a simple Monte Carlo study where we fixed all the parameter values except δ and φ, which are estimated.
Across 200 repetitions, the correlation between the estimates of the two parameters was –0.88. The results
suggest that only a particular combination of the two parameters is identified, but that there is insufficient
information to disentangle the two. In unreported results, we have tried adding additional regressors into
equations (19) and (20), as well as adding new regressions suggested by theory, such as the second order
moments of consumption growth or levels (computed in various ways) to capture precautionary savings demand,
which could be informative about φ. In every case, we found the same strongly negative correlation.
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Given how strongly this result manifests itself in our framework, we turn to another paper, Gourinchas
and Parker (2002), which estimates the same two parameters also jointly using income and consumption data.
There are several important differences between our paper and theirs, leaving open the possibility that there
could be different sources of identification in that paper that perhaps could overcome the difficulty we face.
These authors report 18 different estimates of δ and φ across four classes of experiments: (i) their baseline
estimation using robust and optimal weighting matrices (two results), (ii) estimates for five education groups,
(iii) estimates for four occupational groups, and finally (iv) estimation results for seven different robustness
exercises. In most cases, the standard errors are small, indicating that both parameters are estimated quite
precisely. (Furthermore, notice that there is no particular reason for the estimates of δ and φ to be correlated
across these 18 pairs if each parameter is precisely identified.) Nevertheless, the correlation between the 18
pairs of estimates turns out to be –0.989. Moreover, this result is not driven by a few outliers. For example, the
five estimates for different educational groups have a correlation of –0.978, whereas the correlation is –0.975
for the different occupation groups and –0.999 across the robustness results. (Throwing out two pairs from the
last case that have very low estimates of δ yields the lowest correlation we obtain: –0.953.)

Based on these findings, we conjecture that the lack of identification between δ and φ may be endemic
to the estimation of these parameters from consumption-savings models with fixed interest rates. We view
these (admittedly negative) results as providing a challenge for future work to find ways to pin these two key
parameters down precisely.

D.6.2 Does It Matter for the Estimates of Income Risk That φ Is Not Separately Iden-
tified?

As noted above, the core issue for this paper is the estimation of income risk. On this front, the news is
more encouraging: all the parameters relating to income risk are robust to variations in risk aversion, which is
reassuring. One question these results bring up is the following: Can we simply fix a reasonable combination of
(φ, δ) (say, based on values commonly used in the literature) and estimate only the income process parameters,
or is it important to estimate at least one of these two parameters as we have done so far?

To answer this question, we fix φ = 1 and δ = 0.94, and estimate the remaining parameters (reported in
column 3 of Table A.7). These estimates are dramatically different from the benchmark values and appear
very implausible. For example, σβ is now 3.997 (which is essentially at the upper bound we imposed for
computational reasons) and corrαβ is 0.66, implying an enormous rise in the variance of log income over the
life cycle that is many times what is observed in the data; λ is now 0.687, which is at almost its highest
theoretical value and implies that households perceive 2/3 of this overestimated rise in income inequality as
risk/uncertainty. Moreover, 52% of households now appear borrowing constrained. By any measure, these
estimates are quite extreme. To make things worse, we should note that here we are reporting the results of
the estimation when the weight on the WY moment is reduced from 10.0 in the benchmark case to 1.0. If
it were not for this change, the estimates would be even more extreme, with the remaining parameters also
getting stuck at their bounds (ρ = 0.9999, etc.) Overall, this experiment illustrates how quickly things can
go wrong if proper care is not applied. Thus, the specific values of (φ, δ) do not seem to matter for the other
estimates only if we estimate at least one of those parameters.

One reaction could be that perhaps these extreme outcomes are the results of imposing the WY moment:
because δ is fixed, the model cannot adjust this parameter to easily match the value of WY observed in
the data and instead substantially increases both the amount of income risk (as roughly measured by λσβ)
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and the tightness of the borrowing constraint (ψ = 0.02). Even with these dramatic adjustments the model
still undershoots the wealth-to-income ratio: 0.94 in the estimated model vs. 1.08 in the data. Thus, as
important as this moment may be for a proper calibration, perhaps we can obtain more plausible estimates
if we reestimate the model by dropping that moment. This exercise is carried out in column 4. Indeed, some
of the parameter estimates look more reasonable now: σβ is 2.167% and the correlation is –0.24, which is
not substantially different from the benchmark. Other estimates of the income process are also plausible and
close to their benchmark values. Unfortunately, though, the parameters of the economic model now look quite
suspect: λ = 0.001 and ψ = 0.997, both having moved from one bound to the other. Furthermore, the value of
WY , which has not been imposed as a moment, is now –0.03 as compared to 1.08 in the data! A final thought
is that perhaps in addition to eliminating the WY moment, we should also not fix δ and instead estimate it.
The results are displayed in column 5, and the results are barely changed from the previous column.

These negative results lead to another important question. It seems that theWY moment is very important
for properly estimating some parameters (such as λ and ψ, among others). But previously we spent significant
efforts discussing how the auxiliary model regressions were important for pinning down these parameters. Is
it possible that this emphasis was misplaced and the identification of several important parameters is coming
mainly from the WY moment? It turns out the answer is no. What is happening instead is that a proper
value of δ is essential for the estimation exercise and the WY moment simply ensures that δ is pinned down
at a reasonable value given the other parameters of the model.40 This can be seen as follows. In column 6, we
reestimate the same model as in column 5—that is, without the WY moment, but we fix δ at its estimated
value (0.953) when φ was set to 1 (in column 1), when the WY moment was used and δ was estimated. Notice
that now we will not use the WY moment but only rely on the auxiliary model regressions. The estimates in
column 6 of Table A.7 are very similar to those in column 1, and all appear very reasonable. This confirms our
conjecture that theWY moment’s main role is to pin down the appropriate value of δ, and once that is achieved
all other parameters are pinned down by the auxiliary model. (The small qualification to this statement is that
ψ is 0.927 in column 5 instead of 0.88 in the benchmark case, which suggests that the WYmoment perhaps
also contains some information about the borrowing constraint. This would not be surprising.)

To summarize, we find that: (i) fixing either δ or φ and estimating the other is perfectly fine for properly
estimating all the remaining parameters of the structural model, but (ii) fixing both δ and φ simultaneously
creates severe biases. The main role of the WY moment appears to be to pin down a plausible value of δ that
is consistent with the φ chosen, but has otherwise very little impact on the estimates of remaining parameters.

40Notice that the role of δ as determining the wealth-to-income ratio is slightly different in our model
compared to a standard calibration exercise. This is because here the amount of risk is not fixed (as would be
the case in a calibration exercise where the income process is calibrated first and then δ is chosen). Instead
the amount of risk and patience is jointly estimated.
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